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Abstract

Due to the great increase in e-marketing and high competition to attract more

customers and keep them satisfied, collective decision making, the process of

making recommendations to a group of people, has become an active research

area.

CP-nets (Conditional Preference Networks) are a widely used tool to repre-

sent users’ preferences, but the problem is that in real world situations, we

have a large number of users conveying their preferences over a large number

of attributes; therefore, comparing the exponential number of outcomes for

all users in a collective decision making process is infeasible.

In this research, we have looked at reducing the number of outcomes to be

considered in the process of collective decision making by examining the ques-

tion of whether we need to consider all users’ preferences over all attributes.

We propose a novel procedure for collective decision making by clustering

users and considering users’ preferences only over the most important at-

tributes for that cluster. The use of attribute-weighting techniques and clus-

tering methods allows for searching in a much smaller subspace of attributes
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and as a consequence requires a smaller number of comparisons between the

outcomes, which makes our method more practical for real world problems.

In our approach to make users as satisfied as possible, our methods produce

two different kinds of outcomes: a global recommended outcome and cluster-

specific outcomes, which can be offered in different situations. The results of

our experiments demonstrate that the methods can produce high-quality rec-

ommendations despite the fact that users’ preferences over many attributes

are ignored.
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Chapter 1

Introduction and Overview

In this chapter we will provide an overview of collective decision making and

the motivation for our approach to this challenging problem.

1.1 The Importance of Collective Decision Mak-

ing

Due to the widespread use of the internet, some advancements in electronic

commerce and the large number of online customers, collective decision mak-

ing has become an active research area. Collective decision making involves

considering the preferences of a group of users and recommending an outcome

that is favourable for the group as a whole[2].

Collective decision making plays an increasingly important role in this com-

petitive world. In e-marketing, one of the best policies to attract more cus-
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tomers is providing a product based on each user’s preferences, but the prob-

lem is that sometimes some industries cannot customize their product based

on each user’s preferences. As an example, if a car company wants to attract

more customers in the competitive automotive market, product customiza-

tion based on each customer’s preferences would not be a reasonable idea.

Therefore, these kinds of industries are looking for a method to offer one

or more products that will attract more customers. This approach can be

done by collective decision making, which helps to get the preferences of each

customer and then offer one or more products that are preferable for a group

of them.

1.2 The Need for Conditional Preference Net-

works (CP-nets)

Quantitative assessments of classical methods have made utility functions

more complicated to apply in real world collective decision making problems;

therefore, in diverse areas like recommender systems, collective decision mak-

ing, and preference elicitation, we are faced with the problem of representing

users’ preferences[17]. Consider the following statements.

• Users typically feel more comfortable conveying their preferences in a

qualitative way instead of a quantitative one.

• Some preferences are conditional, and representing these conditional
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preferences in a quantitative way is hard.

• Users prefer to express their preferences over individual attributes rather

than whole outcomes, which consist of values assigned to every at-

tribute.

For these reasons, there is a critical need for a kind of graphical model that

has good readability and is close to the way in which users state their pref-

erences in natural language. That is why conditional preference networks

(CP-nets) were introduced by the AI research community as a graphical

model for representing qualitative and conditional preferences of users [5, 6].

CP-nets are presented in more detail in Chapter 2

1.3 The Use of CP-nets in Collective Deci-

sion Making

By retrieving preference information from each user and constructing a good

model of their preferences, an effective recommender system should recom-

mend the most favourable outcome to users in a reasonable time. Recom-

mending a good product for users requires a good understanding of users’

preferences. As discussed in Section 1.2, CP-nets can be used to represent

preferences in a natural way. There is a need for a practical method to search

the entire set of outcomes, aggregate the preferences of all users and find one

or more outcomes that are desirable for a majority of users.
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1.4 Our Approach in Collective Decision Mak-

ing

In the real world, we have a large number of users expressing their preferences

over a large number of attributes; comparing the preferences of these users

can have complexity that is exponential in the number of attributes. That

is why we are going to use an approach to make the use of CP-nets more

practical in collective decision making problems.

The overall goal of this thesis research is to develop a few different techniques

for making recommendations to a group of users by focusing only on the

preferences over each user’s most important attributes, and to evaluate these

techniques against each other, to get a sense of which ones would be the most

promising for future research. The measures of success used in Chapter 4

include the methods’ performance against a set of random recommendations

and their ability to outperform a simple baseline method.

1.4.1 Reducing the Number of Attributes

If we have a large number of attributes and we want users to give their

preferences over them, comparing all the outcomes with each other is NP-

hard [6]. We will propose to use a weighting method to decrease the number

of attributes considered for each user and, as a consequence, make the use of

CP-nets with a large number of attributes more practical.
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1.4.2 Using Clustering to Decrease the Number of Com-

parisons Between Users

In recent collective decision making methods for deciding on recommended

outcomes, there is a need to compare all users’ preferences over all attributes

[19, 20, 22, 23], but comparing this large number of users’ preferences on a

large number of attributes is infeasible in the real world. Therefore, we are

going to cluster the users in smaller groups and instead of comparing the

preferences of all users over all attributes, we will focus on a smaller number

of preferences over the attributes that are important for that cluster. This

leads to further reduction in the number of comparisons between outcomes.

Clustering is performed by looking not only at the structure of users’ prefer-

ence networks, but also at their actual preferences over the most important

attributes.

In this research, our input is a medium to large number of CP-nets with

a medium to large number of attributes, and our goal is to overcome the

exponential number of comparisons between outcomes for each user by re-

ducing the number of attributes and using clustering to decrease the number

of comparisons over attributes to get a final outcome that is desirable for a

majority of users or for the set of users in each cluster.
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1.5 Thesis Structure

In the next chapter, we will talk about background information and related

work on collective decision making. Chapter 3 includes a detailed explanation

of our method in collective decision making and its implementation. The

results and analysis of experiments that we have done on some random CP-

nets are described in Chapter 4. Finally, in Chapter 5, we will talk about

the conclusions and future work.
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Chapter 2

Background

In this chapter, background information on decision making involving users’

preferences in combinatorial domains will be explained.

2.1 Combinatorial Domains

If V = {X1, ..., Xm} is a set of m combinatorial attributes and D(Xi) rep-

resents the domain of each attribute, we can define an outcome by concate-

nating the values of each attribute. Hence, the total number of outcomes

can be defined by multiplying the domain sizes of all m attributes, which

is D(X1) × ... × D(Xm) [23]. For example, if we define three binary at-

tributes V = {X1, X2, X3} and D(X1) = {x1, x1}, D(X2) = {x2, x2} and

D(X3) = {x3, x3}, then the assignment x1x2x3 assigns x1 to attribute X1, x2

to attribute X2 and x3 to attribute X3.
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If, in an outcome, all the attributes are assigned a value in their domain, we

can call it a complete assignment; otherwise, this outcome is called a partial

assignment. If we have two subsets of V called X and Y where X ∩ Y = ∅

and X ∪ Y = V and if we denote the concatenation of values of X and Y by

xy, we can call y a completion of assignment to x which can be represented

by comp(x). For example, for V = {A,B,C,D,E}, if X = {A,B,C} and

Y = {D,E} and if we assign x = abc and y = de, then xy denotes a complete

assignment of attributes: the outcome abcde [25].

2.2 Preferences in Combinatorial Domains

Preference indicates the order over the satisfaction of a user for different

outcomes. Based on each user’s preference relation we can order outcomes;

if o and o′ are two possible outcomes, we can define three different relations

between them [24].

• o � o′ which means that o is at least as preferable as o′ to the user.

• o � o′ which means o is strictly preferred over o′ by the user.

• o ∼ o′ which means that the user is indifferent between o and o′. The

relations o � o′ and o′ � o both hold; therefore, o and o′ are incompa-

rable.

Because the number of outcomes is exponential in the number of attributes,

finding direct relations between all pairs of outcomes is infeasible in the real

8



world.

2.3 Representation of CP-nets

Conditional preference networks (CP-nets) are a graphical method for rep-

resenting users’ preferences in a well structured manner [6]. CP-nets, are

a kind of directed acyclic graph (DAG) G = (V,E), where V is a set

of nodes representing attributes V = {X1, ..., Xm} with discrete domains

D(X1), ..., D(Xm), and E is a set of directed arcs showing the dependency

between the attributes. Each one of the attributes can be defined as a parent

of others; therefore, each feature Xi can have a set of parents Pa(Xi) that

affect the preference over the values of Xi. The preference over the values

of each attribute can be shown by the use of a conditional preference ta-

ble (CPT (Xi)) showing the preference over the values of Dom(Xi) for each

combination of values for its parents Pa(Xi).

For example, if we have two binary variables V = {X1, X2}, then the directed

arc E = {(X1, X2)} means that the user’s preference over the value of X2 is

dependent on the value of X1. The notation x1 : x2 � x2 in a conditional

preference table for this feature means that if the value of X1 is equal to x1,

then the user prefers X2 = x2 to X2 = x2.
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2.3.1 Example of CP-nets

A typical CP-net is illustrated in Figure 2.1 where the attributes areX1, X2, X3

and X4 with binary domains (x1, x1 are values for attribute X1, x2, x2 are val-

ues for attribute X2, x3, x3 are values for attribute X3, x4, x4 are values for

attribute X4). As shown in the CP-net:

• For attribute X1

X1 has no parents, and CPT (X1) specifies that x1 is unconditionally

preferable to x1, x1 � x1.

• For attribute X2

X1 is the parent of X2, and CPT (X2) shows a preference order on X2’s

values under the condition of X1’s values, x1 : x2 � x2, x1 : x2 � x2.

• For attribute X3

X1 is the parent of X3, and CPT (X3) shows a preference order on X3’s

values under the condition of X1’s values, x1 : x3 � x3, x1 : x3 � x3.

• For attribute X4

X2, X3 are the parents of X4, and CPT (X4) shows a preference order

on X4’s values under the condition of X2 and X3’s values, (x2 ∧ x3) ∨

(x2 ∧ x3) : x4 � x4 , (x2 ∧ x3) ∨ (x2 ∧ x3) : x4 � x4

10



Figure 2.1: Example of a CP-net

An outcome of the CP-net is a concatenation of the domain values of each

attribute. For example, x1x2x3x4 is one of the outcomes of the CP-net pre-

sented in Figure 2.1.

2.3.2 Dominance Checking

Given a CP-net, how can we use it for reasoning about outcomes? In any

preference representation formalism, we are looking for a method that helps

us to answer the question of whether one outcome α dominates the other

β, which is called dominance testing. We can find three different relations

between two outcomes α and β: α � β means α is strictly preferred over

11



β, β � α means β is strictly preferred over α, and α ./ β means α is

incomparable to β. In the third situation, the CP-net structure does not

have enough information to find out which one of the outcomes is preferred

over the other.

2.3.2.1 Worsening Flipping Sequence

Boutilier et al. [4] present a dominance checking algorithm to find out if one

outcome is preferable over the other one. This dominance checking algorithm

uses steps called worsening flips, which help us to find the relation between

outcomes. Worsening flips use CPTs to find a change in the value of the

attribute of an outcome to the value that is less preferred. For example, in

the CP-net in Figure 2.1, passing from x1x2x3x4 to x1x2x3x4 is a worsening

flip since x2 is better than x2 given x1 .

Definition 2.3.1. (WORSENING FLIPPING SEQUENCE, based on the

definition of an improving flipping sequence[21]) A sequence of outcomes

α = γ1, γ2, ..., γm−1, γm = β such that

α = γ1 � γ2 � ... � γm−1 � γm = β

is a worsening flipping sequence if and only if, ∀1 6 i 6 m−1, outcome γi is

different from the outcome γi+1 in the value of exactly one variable X, and

γi[X] � γi+1[X] with respect to an acyclic CP-net.

Here, the notation γi[X] means the value assigned to variable X in outcome

γi.

12



Therefore, we can establish a dominance relation between two outcomes that

differ on more than one attribute, and an outcome α can dominate another

outcome β if there is a sequence of worsening flips from α to β. Unfortu-

nately, finding a worsening flipping sequence is NP-hard because, even for

acyclic CP-nets, sometimes there are exponentially long chains of flips be-

tween outcomes [13].

2.3.2.2 Induced Preference Graph

An induced preference graph helps us to find the relation of dominance be-

tween outcomes; for example, if one outcome α is better than the other β,

there should be a chain of worsening flips from α to β. In this graph, a

direct arrow from one outcome Xi to the other Xj expresses that Xi and

Xj are comparable, and Xj is preferable over Xi. If there is no directed

arrow between two outcomes, this means that they are not comparable by

their CPTs [6]. The induced preference graph of the CP-net in Figure 2.1 is

represented by Figure 2.2, and the process for worsening flips to find out if

outcome x1x2x3x4 is preferred over outcome x1x2x3x4 by the use of the CPT

of each attribute is as follows:

x1x2x3x4 � x1x2x3x4 (since x1 : x2 � x2, x2 flipped to x2)

x1x2x3x4 � x1x2x3x4 (since x1 : x3 � x3, x3 is flipped to x3)

x1x2x3x4 � x1x2x3x4 (since x2 ∧ x3 : x4 � x4, x4 is flipped to x4)

Then x1x2x3x4 � x1x2x3x4 � x1x2x3x4 � x1x2x3x4 . Thus outcome x1x2x3x4

is preferred over outcome x1x2x3x4, because there is a worsening flipping se-

13



quence from outcome x1x2x3x4 to outcome x1x2x3x4. Note that it can be

determined from Figure 2.2 that the outcome x1x2x3x4 dominates all other

outcomes.

14



Figure 2.2: Induced Preference Graph
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2.3.3 Dominance Testing in Our Approach

In this research, for dominance checking, we are going to use an approach

by Santhanam et al. [29]. In this approach, they provide an encoding of

CP-nets into a Kripke structure[11], which encodes the problem of domi-

nance into a graph reachability analysis, and then use a model checker named

NuSMV [12] for computing dominance testing. Therefore, the code that they

have provided takes a CP-net structure and two outcomes as input and de-

termines whether there is a dominance relation between the two outcomes.

The output of the code is the worsening flipping sequence from the best

outcome to the worst outcome, if there is any dominance between the two

outcomes, and “no dominance”, if there is no worsening flipping sequence

from one outcome to the other.

2.4 Weighting Method

The structure of a CP-net helps us to assign a weight to each one of the

attributes such that attributes in higher levels are more important than ones

in lower levels [5, 6, 7].

Definition 2.4.1. (IMPORTANCE WEIGHT) In a given acyclic CP-net

the importance weight of attribute X is defined by this formula [21]:

wX = 1 +
∑

Y ∈Ch(X)

wY .(|D(Y )| − 1)
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where Ch(X) is the set of children of X and |D(Y )| is the domain size of

attribute Y . For example, for a CP-net with binary attributes, |D(X)| = 2

for all attributes X. The process of weighting for the CP-net depicted in

Figure 2.3, where each attribute is binary, can be calculated as follows:

Figure 2.3: Weighting Example

WX6 = 1

WX5 = 1 +WX6 .(2− 1) = 2

WX4 = 1 +WX6 .(2− 1) = 2

WX3 = 1 + (WX5 .(2− 1) +WX4 .(2− 1)) = 5

WX2 = 1 +WX4 .(2− 1) = 3

WX1 = 1 + (WX2 .(2− 1) +WX3 .(2− 1)) = 9
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2.5 Penalty Scoring Function

In this section, we are going to explain a penalty scoring function based on

the research done by Li et al. [21] and Domshlak et al. [14]. If we have an

attribute X with the domain size of |D(X)|, we can define |D(X)| degrees

of penalties for attribute X, which is d1, d2, ..., d|D(X)|. We assign a penalty 0

for the most preferred value of attribute X, while the least preferred value of

this attribute would have a penalty of |D(X)|−1. For instance, suppose that

attribute X has three different values. The domain of this attribute would

be D(X) = {x, x′, x′′} and if x � x′ � x′′ are the user’s preferences over

this attribute, we can convey that d1 = 0 can be assigned to the value of x,

d2 = 1 can be assigned to the value of x′, and finally, d3 = 2 can be assigned

to the value of x′′. If we have an outcome γ, the penalty associated with

the attribute X in that outcome can be defined by multiplying the degree

of penalty for the value of attribute X by the weight of that attribute. The

penalty for the whole outcome can then be defined by this formula [14, 21].

∀γ ∈ O, pen(γ) =
∑
x∈V

wx.(dx)
γ

where V is the set of variables, wx is the importance weight of attribute X

and (dx)
γ is the degree of penalty of X in γ . For example, consider the

CP-net represented in Figure 2.1. If we have an outcome γ = x1x2x3x4, the

penalty score for this outcome would be calculated as follows:

For attribute X1 as this user prefers x1 unconditionally over x1, (dx1)
γ = 1.
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Given X1 = x1, this user’s preference over X2 is x2 � x2 and therefore

(dx2)
γ = 0. Also, this user’s preference for attribute X3, given X1 = x1, is

x3 � x3, and so (dx3)
γ = 1. Finally, as the value of X4 is dependent on

x2 and x3, and the preference of this user given X2 = x2 and X3 = x3 is

x4 � x4, the value assigned to (dx4)
γ = 0 and then the penalty of outcome

γ = x1x2x3x4 will be:

pen(γ) = wx1 · 1 +wx2 · 0 +wx3 · 1 +wx4 · 0 = 5× 1 + 2× 0 + 2× 1 + 1× 0 = 7

2.6 Clustering

In clustering, we partition existing objects into different classes whose mem-

bers are similar in some way, helping us to predict unknown structures, mod-

els and information. Based on the objects in each cluster and their similar

attributes, we could decide about unknown attributes of each member in that

specific cluster [32]. In many research areas, clustering helps us to improve

efficiency and it can be divided into two different groups, hierarchical and

partitioning clustering [27].

2.6.1 Hierarchical Methods

This method could be useful when we want to merge smaller groups into

big ones or vice versa; it is similar to a tree-like clustering process, and for

merging or splitting the clusters, the distance between them can be defined

in three ways: the shortest distance from any member of one cluster to any
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member of another cluster, the longest distance from any member of one

cluster to any member of another cluster, and the average distance from any

member of one cluster to any member of another cluster.

2.6.2 Partitioning Clustering

This method partitions the whole set of data into small groups; the most

commonly used algorithm for partitioning clustering is k-means clustering

[27], which in the first step randomly defines k points and then in the second

step assigns each data item to the closest point. In the third step, this

clustering method recalculates each cluster by defining a new center based

on the objects in the current cluster and then repeats the last two steps until

the center does not change.

2.6.3 Clustering CP-nets

One of the important challenges in clustering is finding a method that helps

us to measure the similarity between objects. Furthermore, the similarity

measurement method should be easy to compute and easily explainable. One

of the most important challenges in the research for this thesis is that in the

field of clustering CP-nets, we have a limited amount of research[30, 31] and

the approach behind their method of clustering is based on creating induced

preference graphs. The process of constructing an induced preference graph

for each user is NP-hard [6], so this method of clustering would not be feasible
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in our approach. In this specific situation, we are going to consider different

ways of representing CP-nets as vectors. We can then use cosine similarity

to measure the similarity between CP-nets, with no need to construct the

induced preference graph.

2.6.4 Finding The Distance Between CP-nets by The

Use of Cosine Similarity

If we think of each user’s preferences as points in n-dimensional space, we can

say two users are similar if they are close to each other in that n-dimensional

space. The idea behind cosine similarity is based on the angle between two

lines from the origin to each of these points; when it is relatively small, we

can say that those two points are similar to each other. The input for finding

the cosine similarity is a pair of vectors showing the weights for each attribute

for each user, and the output is a number in the range [0, 1]. If we use
−→
d A

and
−→
d B to represent two vectors for the weights of attributes for CP-net A

and CP-net B, the cosine similarity between these two CP-nets can be found

using Equation 2.1, where w(ti, dA) is the weight of attribute ti based on the

CP-net of user A, and |V | shows the number of attributes.

cos(dA,dB) =

−→
dA ·
−→
dB

‖
−→
dA‖‖

−→
dB‖

=

∑|V |
i=1 w(ti,dA)w(ti,dB)√∑|V |

i=1 (w(ti,dA))2
√∑|V |

i=1 (w(ti,dB))2

(2.1)
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For example, if Table 2.1 shows the weights of two users for five attributes,

the cosine similarity between these two users can be computed as shown

below:

Table 2.1: Weights for each Attribute

User Att 1 Att 2 Att 3 Att 4 Att 5

User 1 5 1 1 3 1
User 2 5 1 1 2 4

cos(dA,dB) =

−→
dA ·
−→
dB

‖
−→
dA‖‖

−→
dB‖

=
5× 5 + 1× 1 + 1× 1 + 3× 2 + 1× 4√

52 + 12 + 12 + 32 + 12
√

52 + 12 + 12 + 22 + 42
= 0.89

After finding the cosine similarity between each pair of users, we can give

the resulting similarity matrix as an input to one of the clustering tools and

get the clusters and names of the users in each cluster as an output.

2.7 Related Work

As explained in Section 1.2, CP-nets are one of the best studied approaches

for representing and reasoning with users’ preferences. There is a need for

an efficient algorithm for dominance testing to find out if one outcome is

preferred to another one. Current techniques for dominance testing search

for an improving flipping sequence from one outcome to the other one,
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which is PSPACE-complete [16]. Santhanam et al. [29] have explored an

approach to dominance testing via model checking, by encoding CP-nets

into a Kripke structure [11] and checking for dominance using the widely

used model checker called NuSMV [12].

Based on the work by Boutilier et al. [5, 6, 7], we can claim that the rich

structure of CP-nets allows us to define different levels of importance for

attributes; hence, attributes in higher levels are considered to be more im-

portant than ones in lower levels. This idea helped Li et al. [21] to define a

penalty scoring function based on the work by Domshlak et al. [14], which

translates each qualitative outcome of CP-nets into a quantitative one and

therefore helps us to compare the desirability of outcomes in a numeric way.

Collective decision making with CP-nets has been studied in the literature

[18, 28]. One approach to collective decision making is issue-by-issue sequen-

tial election, but because all the attributes are not preferentially independent,

this method can lead to a sub-optimal choice [10]. Moreover, in earlier re-

search on collective decision making, users’ preferences over attributes should

follow a linear order referred to as o-legality [26, 33]; by this assumption the

users’ preference order over each feature should be independent of the fol-

lowing attributes in some order O, which helps to decide on one issue after

another and then voting rules can be applied to select the winning outcome.

However, in the real world, as we have a conditional structure on the at-

tributes, all users’ preferences do not follow a linear order. Therefore, social

choice and collective decision making are more complex and challenging.
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In the next steps over collective decision making, there is some research in

which procedures are presented for collective decision making, assuming that

all agents’ CP-nets should have a common preferential structure [10, 33]. Li

et al. [19, 22] address the problem of having the same preference structure

for all the users and outcomes by offering novel approaches for collective

decision making and considering computational concerns and preferential-

independence structure.

Another problem of collective decision making is the number of pairwise com-

parisons for dominance testing. In some papers [20, 23, 25], they addressed

this problem by introducing a distributed protocol, which reduces the num-

ber of comparisons by finding a quantitative way of comparing outcomes and

then defining a procedure to get the optimal outcome with multiple users.

Li et al. [23] have structured the procedure of collective decision making

in combinatorial domains. In this paper, each user’s preferences have been

presented with Tradeoffs-enhanced Conditional Preference Networks (TCP-

nets)[8] and then they have translated each TCP-net into a penalty scoring

function. In the next step, they have defined a collective penalty scoring

function by introducing a heuristic algorithm to overcome the problem of

the large number of possible outcomes.

In another paper, Li et al. [20] have introduced two different phases; in the

first one they are generating an order over the outcomes for each user and

then in the second phase, they have a procedure to prune the outcome space

to get the most desirable outcome from each user’s set of ordered outcomes.
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Wang et al. [30] have proposed a qualitative approach to complete incomplete

information of users. In this approach, incomplete information of users is

completed based on similar users’ preferences, but the idea behind finding

similar agents is based on generating the entire induced preference graph,

which is not feasible with a large number of users and attributes.

However, two major questions about all of this research in collective decision

making are the following:

• Do we need to compare each user’s preferences over all of the at-

tributes?

• Do we need to compare all users’ preferences when deciding on the

value of each attribute for a group of users?
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Chapter 3

A New Approach to Collective

Decision Making

In this chapter, we will explain all the steps involved in our approach to

collective decision making, given a set of CP-nets representing the preferences

of a group of users.

• Select the most important attributes for each user.

• Use different proposed weighting techniques to create vectors of at-

tribute weights for each user.

• Use cosine similarity to place users in clusters.

• Combine the preferences of users in each cluster to generate recom-

mended outcomes for the group of users.
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3.1 Reducing The Number of Attributes

The process of dominance testing for CP-nets is PSPACE-complete [16]. If

we have a large number of attributes, the number of outcomes increases

exponentially. To get dominance testing results with a reasonable number of

comparisons, we need a way to decrease the number of outcomes that have

to be considered. We propose to do this by assigning an importance weight

to each attribute for each user and then focusing only on the most important

attributes. In the following sections we are going to explain the steps taken

to reduce the number of attributes.

3.1.1 Weighting Method

The weighting method plays a crucial role in decreasing the number of com-

parisons for dominance testing. Giving weights to attributes, based on each

user’s CP-net, and choosing the most important ones helps us not to compare

all the outcomes with each other, but to compare only partial assignments

(assignments of values to the attributes that are important for that user).

In each CP-net, based on the dependency of each node, we can define a child

list for that node. In a recursive way, and by the use of the formula defined

in Section 2.4, we can give a weight for each one of the nodes. The process

of weighting will be started from the leaf nodes and then we will assign a

weight to attributes for which all of the child nodes have a weight. Then we

will continue this process until all nodes get a weight. Figure 3.1 and the
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steps below show the process of weighting attributes in a CP-net.

Figure 3.1: Sample CP-net for Demonstrating the Weights of Attributes

WX4 = 1

WX3 = 1 +WX4 .(2− 1) = 2

WX2 = 1 +WX4 .(2− 1) = 2

WX1 = 1 + (WX2 .(2− 1) +WX3 .(2− 1)) +WX4 .(2− 1)) = 6

3.1.2 Choosing the Most Important Attributes

After weighting the attributes of each user’s CP-net, we need a procedure

to help us in defining a suitable threshold for determining which attributes

are considered “important” to the user. By identifying important attributes,
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we can decrease the number of outcomes to be considered for each CP-net.

Hence, if n is the total number of attributes, this weighting method helps us

to decrease the number of attributes to m, the number of most important

attributes. As a consequence, there is a reduction from a set of 2n outcomes

to a set of 2m partial assignments (assuming binary attributes), which leads

to a good saving of time and space.

The most important attributes for each CP-net are the ones whose weight

exceeds a threshold. After finding the most important attributes for each

CP-net, we will change the weight of unimportant attributes to zero before

beginning the process of clustering CP-nets.

Our approach for choosing the threshold is based on the value of the max-

imum in-degree. If we know that the maximum in-degree for a CP-net is b

and we want to choose important nodes, the formula for finding the threshold

and choosing the most important attributes would be as follows:

Threshold = MaximumWeight/b

where MaximumWeight is the largest weight for any attribute.
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3.2 Approaches for Modifying Weights of At-

tributes

After finding the weight of each attribute and changing the weight of unim-

portant ones to zero, we need a procedure to find the similarity between

each pair of CP-nets. However, one of the problems is that in the process

of weighting attributes described in Section 2.4, we only measure the impor-

tance of the attributes for the users and not their actual preferences over

these attributes. Suppose that we have two users with the same set of im-

portant attributes but their preferences over these attributes are totally the

opposite; is it a good idea to put these users in the same cluster? The answer

to this question comes from the nature of clustering, that we are partitioning

existing objects into different classes whose members are similar. Putting

users with very different preferences in the same cluster seems unreasonable;

therefore, in the following sections we are going to introduce approaches

taken to weight attributes not only based on the structure of CP-nets, but

also based on the user’s preferences over the attributes.

3.2.1 Modifying Weights Based on Each User’s Most

Preferred Outcome

In this process, before finding the similarity between each pair of CP-nets,

we are going to modify the weights given for each user’s most important
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attributes based on the outcome that is the user’s most preferred out of all

outcomes. This procedure will help us to differentiate users with the same

set of important attributes but different preferences over them.

Suppose that we have two users with their CP-nets and we want to modify

the weight given for each one of the attributes based on their most favorable

outcome. Figure 3.2 displays the CP-net structure of these two users and

Table 3.1 depicts the weights given for attributes. The weights given for

these attributes in each one of the CP-nets are very close together, which

means that the structure of these CP-nets are similar; however, if we want

to compare the similarity of these two CP-nets based on the preferences over

attributes we can clearly find out their structure is not as similar as what we

were expecting. For example, User1 prefers attribute value x1 over x1, while

User2 prefers value x1 over x1. Therefore, after giving weights for attributes

we need a way to modify them based on the preferences of users.

Figure 3.2: Weighting Example
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Table 3.1: Primitive Weights for Attributes

Name of Attributes

User Name X1 X2 X3

User 1 4 2 1

User 2 3 1 1

A procedure for modifying the weights of attributes can be achieved by find-

ing the best outcome for each one of the CP-nets and giving positive weight

for attributes with a preferred value of xi and negative weight for the at-

tributes with a preferred value of xi. Table 3.2 shows the values for the

best outcome for the two CP-nets in Figure 3.2 and their modified weights

based on these preferences. The weights of attributes for these two CP-nets

show that in finding the similarity of CP-nets, not only the structure of the

CP-nets is important, but also users’ preferences over attributes.
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Table 3.2: Weights of Attributes Based on Best Outcome for Each User

Name of Attributes

User Name X1 X2 X3

User 1
Value for Att x1 x2 x3

Weight of Att -4 -2 1

User 2
Value for Att x1 x2 x3

Weight of Att 3 1 -1

3.2.2 Attribute-Value-Based Weighting

Another approach to the process of weighting the attributes is adjusting

the weights of attributes based on the average penalty score associated with

outcomes that include each individual attribute value.

In this procedure, after finding the most important attributes for each user,

we would be able to define the set of all possible outcomes over those at-

tributes. As we discussed in Section 3.1.2, instead of generating all the

outcomes, we are only generating partial assignments involving the most im-

portant attributes for the user. The next step in this process is to compare

the penalty score described in Section 2.5 for each assignment based on the

user’s preferences over the important attributes, and then find the average

penalty score for assignments that include each attribute value. This step

helps us to find out on average which value of each attribute is more prefer-
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able for the user. The process below helps us to define a weight for each one

of the attributes.

• For a set of binary attributesX1, X2, · · · , Xn, let V = {x1, x1, x2, x2, · · · , xn, xn}

be the set of all possible attribute values.

• For each v ∈ V , let pv be the average penalty score over all outcomes

that include value v. For example, px1 is the average penalty score of

outcomes that include the value x1, while px1 is the average penalty

score of outcomes that include the value x1.

• Let p be the average penalty score over all outcomes.

• For each attribute Xi, define the weight wi to be the following:

wi =
p− pxi

p−min
v∈V

pv

In this process, the weights of attributes are in the range of [−1, 1] and they

will be positive or negative based on each user’s preference over the value of

those attributes. If the user’s preference over the value of an attribute Xi is

xi, it will get a positive weight; on the other hand, if the user’s preference is

xi, it will get a negative value. The magnitude of a weight shows how strong

the user’s preference is over the value of that attribute. If the weight of an

attribute is +1, this means that this user strongly prefers xi to xi. When its

weight is −1, this means that this user strongly prefers xi to xi. When its
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weight is a number close to 0, this means that this user is indifferent over the

value of this attribute or that the value xi is preferred in some conditions,

while xi is preferred in other situations.

The example below clarifies the procedure for this approach. If Figure 3.3

depicts the preferences of the user over the three most important attributes,

we would be able to find a penalty score for each one of the outcomes. Table

3.3 depicts the penalty score for each one of the outcomes, using the technique

described in Section 2.5.

Figure 3.3: Example CP-net for a User
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Table 3.3: Penalty Scoring Weight of Each Outcome

Outcomes Penalty Scoring Weight

x1x2x3 2

x1x2x3 3

x1x2x3 1

x1x2x3 0

x1x2x3 4

x1x2x3 5

x1x2x3 2

x1x2x3 3

After finding a penalty score for each one of the outcomes, it is time to

find the average penalty score for each attribute value. Table 3.4 shows the

average penalty score for the value of each one of the attributes, the overall

average and the overall minimum.
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Table 3.4: Average Penalty Scoring Weight for the Values of Attributes

Attribute Value Average Penalty Scoring Weight

x1 1.5

x1 3.5

x2 3.5

x2 1.5

x3 2.25

x3 2.75

Overall Average 2.5

Overall Minimum 1.5

In this step, based on the average penalty scores for each one of the attributes,

we can choose the best value for them; in this example, x1, x2 and x3 are

the best values for each attribute. The next step is giving a weight for each

one of the attributes based on the values of the attributes for each user. By

the use of the formula mentioned above, we would be able to give a weight

for each one of the attributes. For example, as the average penalty scoring

weight chosen for attribute x1 is 1.5, the weight of this attribute for that user

would be as follows:

WeightofAttribute x1 = (2.5− 1.5)/(2.5− 1.5) = 1

Table 3.5 shows the weights of attributes. As the preferred value of attribute

X2 is x2, it will get a negative weight value, but because both attributes X1
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and X3 have preferred values of x1 and x3, we will assign positive weights for

them. The weights over these attributes show that this user strongly prefers

x1 over x1 as it is +1, strongly prefers x2 over x2 as it is −1, and slightly

prefers the value of x3 over x3 as its weight is 0.25 and close to 0.

Table 3.5: Weights of Attributes Based on the Attribute-Value-Based
Weighting Method

Attribute Weight of Attribute

X1 1

X2 -1

X3 0.25

3.3 Finding the Cosine Similarity Between

Each Pair of CP-nets

After defining a weight vector for the attributes of each one of the CP-nets,

using one of the three weighting methods described in previous sections, we

will use cosine similarity, introduced in Section 2.6.4, to find the similarity

between each pair of CP-nets. If the number of CP-nets is N , the output of

this cosine similarity computation is an N ×N similarity matrix with values

in the range [−1, 1]. CP-nets that are similar to each other have values close

to one and ones that are not similar to each other have values close to negative

one; this matrix can then be used as an input for clustering methods. For
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example, if Table 3.6 shows the weights of important attributes for three

users, the cosine similarity between these users and the distance matrix can

be computed as shown below:

Table 3.6: Weights for each Attribute

Name of Attribute

User Att 1 Att 2 Att 3 Att 4 Att 5

User 1 5 0 0 -3 -2

User 2 5 0 0 -2 -4

User 3 -3 5 0 0 4

cos(dUser1,dUser2) =

−−−→
dUser1 ·

−−−→
dUser2

‖
−−−→
dUser1‖‖

−−−→
dUser2‖

=
5× 5 + 0× 0 + 0× 0 + (−3)× (−2) + (−2)× (−4)√

52 + 02 + 02 + (−3)2 + (−2)2
√

52 + 02 + 02 + (−2)2 + (−4)2
= 0.94

Distance Matrix =



User1 User2 User3

User1 1 0.94 −0.52

User2 0.94 1 −0.65

User3 −0.52 −0.65 1
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3.4 Clustering CP-nets

The similarity matrix created in the previous step can be used as an input

for clustering CP-nets. If we consider the matrix as a graph, the CP-nets

can be considered as nodes in this graph and the degree of similarity between

each pair of CP-nets as weighted edges between the nodes. If we give this

graph as an input to Gephi 1, we would be able to cluster CP-nets.

One of the clustering methods used by Gephi is based on modularity, one

of the measurements for the structure of networks and graphs. The most

important goal of modularity is to measure the strength of dividing a network

into different modules by looking for nodes that are more densely connected

to each other in comparison with the rest of the nodes in the graph[3]. By

defining the modularity ranking class and running the tool in Gephi, we can

find the clusters with which each node has been associated.

3.5 Normalizing the Weights of Attributes

After clustering CP-nets, we follow a procedure to go through the attributes

and find which clusters contain users who place a high importance on each

attribute. However, we should first normalize the weights of attributes. The

normalization method normalizes the distribution of weights for each at-

tribute between the highest and the lowest weight for that attribute. As a

1Gephi is an open source software tool for exploring, analyzing, filtering, clustering
and manipulating all types of networks[15].
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result, it helps us to compare the importance of attributes in a fair way.

Let wi,j be the weight assigned in CP-net i to attribute j, let maxi,∗ be the

maximum weight for any attribute in CP-net i, and let Max∗,∗ be the max-

imum weight for any attribute in any CP-net in the set. The normalization

formula for attributes can be defined as follows:

NormalizedWeighti,j = wi,j ×Max∗,∗/maxi,∗

For example, suppose we have 12 users and, based on their preferences, we

have created weighted CP-nets (with the most important attributes for each

user) in three clusters, depicted in Tables 3.7, 3.8 and 3.9.

Table 3.7: Users in First Cluster and Their Weights for Attributes

Attributes

Cluster One X1 X2 X3 X4 X5 X6 X7 X8

User 1 0 6 5 2 0 2 0 0

User 2 0 3 6 0 2 0 0 0

User 3 0 3 3 7 0 0 0 0
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Table 3.8: Users in Second Cluster and Their Weights for Attributes

Attributes

Cluster Two X1 X2 X3 X4 X5 X6 X7 X8

User 4 0 2 2 8 3 4 0 0

User 5 0 6 0 8 7 0 0 0

User 6 0 2 0 0 7 4 0 0

User 7 0 4 0 5 0 8 6 0

Table 3.9: Users in Third Cluster and Their Weights for Attributes

Attributes

Cluster Three X1 X2 X3 X4 X5 X6 X7 X8

User 8 7 0 6 0 0 0 3 2

User 9 8 0 2 0 0 3 4 0

User 10 0 0 4 0 0 0 8 2

User 11 4 0 7 0 0 0 0 8

User 12 0 0 5 0 0 2 2 0

In this specific example, the maximum weight given by any user to any

attribute is 8. The maximum weight given to any attribute by User 1 is

6. Therefore, for example, the normalized weight of attribute X3 for User 1

would be:

5× 8/6 = 6.67
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Normalized weights for each attribute have been shown for this example in

Tables 3.10, 3.11 and 3.12.

Table 3.10: Users in First Cluster and Their Normalized Weights for At-
tributes

Attributes

Cluster One X1 X2 X3 X4 X5 X6 X7 X8

User 1 0 8 6.67 2.6 0 2.6 0 0

User 2 0 4 8 0 2.6 0 0 0

User 3 0 3.42 3.42 8 0 0 0 0

Table 3.11: Users in Second Cluster and Their Normalized Weights for At-
tributes

Attributes

Cluster Two X1 X2 X3 X4 X5 X6 X7 X8

User 4 0 2 2 8 3 4 0 0

User 5 0 6 0 8 7 0 0 0

User 6 0 2.28 0 0 8 4.57 0 0

User 7 0 4 0 5 0 8 6 0
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Table 3.12: Users in Third Cluster and Their Normalized Weights for At-
tributes

Attributes

Cluster Three X1 X2 X3 X4 X5 X6 X7 X8

User 8 8 0 6.85 0 0 0 3.42 2.28

User 9 8 0 2 0 0 3 4 0

User 10 0 0 4 0 0 0 8 2

User 11 4 0 7 0 0 0 0 8

User 12 0 0 8 0 0 3.2 3.2 0

3.6 Choosing Clusters for Which Each At-

tribute is Important

After normalizing the weights of attributes, we need a procedure to go

through the attributes and find clusters for which this attribute is impor-

tant. This procedure can be done by following the steps below.

In the first step, we find the average weight given to each attribute by the

users in each cluster. Table 3.13 shows the average weight of attributes for

each cluster, for the example in previous section.
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Table 3.13: Average Normalized Weight for Attributes in each Cluster

Attributes

Cluster Name X1 X2 X3 X4 X5 X6 X7 X8

Cluster One 0 5.14 6.02 3.53 0.86 0.86 0 0

Cluster Two 0 3.57 0.5 5.25 4.5 4.14 1.5 0

Cluster Three 4 0 5.57 0 0 1.24 3.72 4.45

After finding the average weight of attributes for each cluster, we define a

threshold to choose the clusters for which each attribute is important. This

threshold can be defined based on finding the maximum and minimum of the

average weights given for each attribute in each cluster in the previous step.

The formula below is used to get this threshold.

Threshold = (min+ (3×max))/4

where max and min are the maximum and minimum of the weights given

for each attribute in each cluster in the previous step. This calculation gives

the value that is 3/4 of the way between the minimum and maximum values.

For example, the threshold for attribute X2 is:

Threshold = (0 + (3× 5.14))/4 = 3.855

A cluster is then selected for an attribute if the average weight for the at-
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tribute in that cluster exceeds the threshold. For example, Cluster1 is chosen

as a suitable one for deciding over the value of attribute X2, because in this

cluster the normalized weight for this attribute exceeds the value above. Ta-

ble 3.14 shows the clusters for which each attribute is considered sufficiently

important. Note that most attributes are found to be important for only one

cluster, but attribute X3 was found to be important for two clusters.

Table 3.14: Important Attributes in each Cluster

Name of Attributes

Cluster Name X1 X2 X3 X4 X5 X6 X7 X8

Cluster One χ X X χ χ χ χ χ

Cluster Two χ χ χ X X X χ χ

Cluster Three X χ X χ χ χ X X

After finding the most suitable clusters for each attribute, we would be able

to choose desirable outcomes for the clusters not by considering all attributes,

but by considering the ones that have been identified for this cluster. This

decreases the number of (partial) attribute assignments considered for each

cluster, based on the number of attributes chosen for it. In this example,

for finding users’ preferences in the first cluster, instead of comparing users’

preferences over 28 outcomes (with 8 attributes), we would be able to get

the final outcome by comparing 22 partial assignments: x2x3, x2x3, x2x3 and

x2x3.
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3.7 Finding Users’ Preferences Based on Cho-

sen Attributes for Each Cluster

In this section, we are going to explain an approach for deciding the best

combination of values for the attributes that are important for a cluster,

even when the attributes that are important to each individual user are not

exactly the same.

This procedure will be illustrated with an example. Suppose that we have

three users with different important attributes, in a cluster in which two

attributes X1 and X3 have been identified as important for the cluster as a

whole. Figure 3.4 displays users’ preferences over their important attributes.

Figure 3.4: Users’ Preferences Over Attributes

Now we are going to find the best partial attribute assignment for this cluster

based on users’ preferences. As in this cluster two attributes are important,

we will consider four different assignments: x1x3, x1x3, x1x3 and x1x3. Now

we should be able to map the weights of users’ preferences over attribute

assignments to find the best assignment for each cluster. Tables 3.15, 3.16
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and 3.17 show the outcomes and their penalty scores based on each user’s

preferences over their important attributes.

Table 3.15: Penalty Scores for Each Assignment for User 1

User 1

Assignments Total Weight

x1x2x3 0

x1x2x3 1

x1x2x3 3

x1x2x3 2

x1x2x3 7

x1x2x3 6

x1x2x3 5

x1x2x3 4

Table 3.16: Penalty Scores for Each Assignment for User 2

User 2

Assignments Total Weight

x1x3 0

x1x3 1

x1x3 5

x1x3 4
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Table 3.17: Penalty Scores for Each Assignment for User 3

User 3

Assignments Total Weight

x1 0

x1 4

Now it is time to map users’ assignments and their penalty scores into cluster

assignments. For instance, Table 3.18 demonstrates the mapping of the 8

assignments for user 1 into the 4 assignments for the cluster. For the first

assignment of this cluster which is x1x3, we can map two assignments of user

1, which are x1x2x3 and x1x2x3; therefore, we should consider the penalty

scores of these two outcomes for user 1 and then take the average.

Table 3.18: Mapping Penalty Scoring Weights for Cluster Assignments Based
on Penalty Scoring of User 1

Assignments Mapped Weights Average Weight

x1x3 0, 3 1.5

x1x3 1, 2 1.5

x1x3 7, 5 6

x1x3 6, 4 5

Table 3.19 depicts the average weights of assignments for this cluster based

on users’ preferences. Therefore, after going through all steps, the assign-
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ment with the lowest penalty scoring weight would be the most favourable

assignment for this cluster; in this specific example assignment x1x3 is the

most favourable one for the members of the cluster.

Table 3.19: Penalty Scoring Weights for Cluster Assignments Based on Users’
Penalty Scoring

Name of Users

Assignments User 1 User 2 User 3 Final Weight

x1x3 1.5 0 0 1.5

x1x3 1.5 1 0 2.5

x1x3 6 5 4 15

x1x3 5 4 4 13

3.8 Deciding About Common Attributes Be-

tween Clusters

After finding the best attribute assignment for each cluster, it is time to

decide what to do with attributes that are important in more than one cluster.

If attribute Xi is important in two clusters, but cluster A prefers value xi

while cluster B prefers value xi, how should this be handled?

The only factor that we are going to consider in choosing the final value for

each common attribute is the number of users in each cluster. If attribute

value xi is preferred by clusters that include n users and if xi is preferred
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by clusters that include m users, and if n > m, then we will choose value

xi. In this way, we are deciding on the value of common attributes based on

the preferences of users in the cluster with the higher number of users and

therefore we are making a larger number of users satisfied with this selection.

In this example, attribute X3 is common between Cluster1 and Cluster3

and if these two clusters disagree on X3’s value, the only factor for choosing

one of the values is the number of users in each cluster.

3.9 Two Approaches for Recommending Out-

comes

In this research we are going to define two different kinds of recommended

outcomes. The first one is to determine a global outcome to be recommended

if one outcome has to be chosen for all of the users. The second one is to

determine a recommended outcome that is specific to each cluster. In the

second case, we will decide on the values of attributes that are not important

in the cluster based on the values defined for the global recommended out-

come. For example, if the global outcome for the previous example becomes

x1x2x3x4x5x6x7x8 we are going to define x1x2x3x4x5x6x7x8 as the final out-

come for Cluster1, because the two important attributes for this cluster are

X1 and X3 and the most favorable values for these two attributes are x1 and

x3. We then define the values for the rest of attributes based on the values

defined for the global outcome. After defining these two kinds of outcomes,
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we are going to evaluate them by the approaches that will be defined in

Chapter 4.
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Chapter 4

Evaluation of Proposed

Approaches

After producing a recommended global outcome and an outcome for each

cluster, we wish to evaluate these outcomes by analyzing how favourable

they are for the users. Our goal for this work is to compare the results of

the different weighting methods developed in this thesis with each other by

using several different evaluation approaches, which will be explained in the

following subsections. 1

1As acknowledged in Chapter 5, one direction for future work is to further evaluate
these proposed techniques by comparing their performance directly to the performance of
other approaches in the literature.
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4.1 Generating CP-nets

Finding a suitable data set of CP-nets is one of the challenges of this research.

CP-net generator (GenCPnet), a program inplemented in C++, released in

December 2015, has been used for randomly generating acyclic conditional

preference networks [1]. This method helps us to define CP-nets based on

the number of nodes, and maximum number of parents that a node can

have. For example, the following command generates g = 10 CP-nets with

n = 10 nodes, c = 4 as the in-degree bound (each node can have at most

four parents) and with a binary domain of d = 2 for each node.

gencpnet -n 10 -c 4 -d 2 -g 10 temp

This method helps us to create an unlimited number of CP-nets with different

characteristics in separate XML files. For example, the XML file fragment

below shows that in this specific CP-net we have a node named x1 with a

domain size of two; therefore, this node can have two different values, 1 and

2, which corresponds to Dom(X1) = {x1, x1}.

<PREFERENCE-VARIABLE>

<VARIABLE-NAME> x1 < /VARIABLE-NAME>

<DOMAIN-VALUE> 1 < /DOMAIN-VALUE>

<DOMAIN-VALUE> 2 < /DOMAIN-VALUE>

< /PREFERENCE-VARIABLE>

For each one of these nodes, we should show the preference over the domain of

each attribute. For example, in the XML file fragment below, we are deciding
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over the value of attribute x2 when the parents of this attribute are x1 and

x3. This part of code indicates that when the parents’ values are x1 = 1 and

x3 = 1 in this CP-net, the value of x2 = 1 is preferred over x2 = 2. Based

on the number of parents for each node, there would be 2NumberOfParents

different combinations shown in the values for XML file. For this specific

example, we would have four different combinations of values for the parents

x1 and x3, and the preference for attribute x2 would be shown for each of

these combinations.

<PREFERENCE-STATEMENT>

<STATEMENT-ID> p2− 1 < /STATEMENT-ID>

<PREFERENCE-VARIABLE> x2 < /PREFERENCE-VARIABLE>

<CONDITION> x1 = 1 < /CONDITION>

<CONDITION> x3 = 1 < /CONDITION>

<PREFERENCE> 1 : 2 < /PREFERENCE>

< /PREFERENCE-STATEMENT>

· · ·

In our testing, we have generated some number of random CP-nets by the

use of GenCPnet [1]. For example, we have generated 20 random CP-nets

with 6 binary attributes. The next step is weighting the attributes in order

to find the most important attributes for each CP-net, based on the different

weighting approaches defined in Section 3.2. By the use of these weighting

methods, we would be able to find the similarity between each pair of CP-nets

by the use of cosine similarity introduced in Section 3.3. The final output
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of the cosine similarity is a matrix that shows the similarity of each pair of

CP-nets, which can be used as an input to Gephi to divide users into clusters.

Table 4.1 displays the result of clustering users for this set of 20 users, based

on different weighting approaches. This shows that the clusters formed by

the three weighting methods are quite similar, but that they do differ.
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Table 4.1: Clustering Results By the Use of Different Weighting Approaches

Cluster Name Plain Weighting Best Outcome Weighting Attribute-Value-Based Weighting

Cluster 1
User 1 User 1 User 1

User 2

User 4 User 4

User 6 User 6 User 6

User 9

User 13 User 13 User 13

User 15 User 15

User 16

User 17 User 17 User 17

User 18

Cluster 2
User 5 User 5

User 7 User 7

User 9 User 9

User 11 User 11

User 12 User 12

User 16

User 19 User 19

User 20 User 20

Cluster 3
User 2 User 2

User 3 User 3 User 3

User 4

User 5

User 7

User 8 User 8 User 8

User 10 User 10 User 10

User 11

User 12

User 14 User 14 User 14

User 15

User 16

User 18 User 18

User 19

User 20

After clustering the users, we can find global and cluster-specific recommen-

dations. Table 4.2 shows an example of these recommendations for each

cluster by the use of different weighting methods, for one set of 20 users.

In each cluster, important attributes for which values are recommended are
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shown as xi or xi, while unimportant attributes without any defined values

are shown as Xi.

Table 4.2: Cluster-specific and Global Recommendations By the Use of Dif-
ferent Weighting Approaches

Cluster Name Plain Weighting Best Outcome Weighting Attribute-Value-Based Weighting

Cluster 1 x1x2X3x4X5X6 X1x2X3x4X5X6 x1X2X3x4X5X6

Cluster 2 X1x2x3X4x5X6 X1X2x3X4X5x6 X1x2x3x4X5x6

Cluster 3 x1X2X3X4x5x6 x1x2X3X4x5x6 X1x2x3X4x5x6

Global Outcome x1x2x3x4x5x6 x1x2x3x4x5x6 x1x2x3x4x5x6

4.2 Comparing the Penalty Scores of Out-

comes

4.2.1 Evaluation Method

In this procedure, by referring to the users’ preferences, we are going to find

penalty scoring weights[23] (as described in Section 3.3) for the recommended

global outcome, for the cluster-specific outcome, and for the worst outcome.

If the penalty scoring weights for the global outcome and the cluster-specific

outcome are less than half of the penalty scoring weight for the worst out-

come, we are going to count that outcome as an acceptable one for this user.

By counting the number of users for whom these outcomes are acceptable,

we would be able to evaluate the recommended global outcome and cluster-
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specific outcome.

For example, if the final recommended outcome is x1x2x3x4x5x6x7x8 and

for User1 two attributes X2 and X3 are important (with weights of 8 and

6.67 respectively), we are going to give a penalty scoring weight for the

final outcome based on the preferences of User1 over these two attributes;

therefore, the penalty scoring weight for this outcome is 1× 8 + 0× 6.67 = 8.

The penalty scoring weight for the worst outcome of this user is when x2x3;

therefore, the penalty scoring weight for the worst outcome is 1×8+1×6.67 =

14.67. Finally, the weight given for the final recommended outcome based on

the user’s preferences over the most important attributes is not less that half

of the weight for the worst outcome for this user. Therefore, the status of this

user will be unsatisfied. We will follow this procedure for all users and then

by counting the number of users who would be satisfied we can evaluate the

global outcome. We can follow the same procedure for the cluster-specific

recommendations.

4.2.2 Evaluation Results

Table 4.3 displays the results of the evaluation method for global and cluster-

specific outcomes by determining if the penalty scoring weights for the rec-

ommended outcomes are less than half of the maximum penalty score for

any outcome. These results are averages over three trials involving 20 users

with randomly generated CP-nets (with 6 binary attributes) and three trials

involving 40 users (with 8 binary attributes).
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Table 4.3: Percentage of Satisfied Users for Global and Cluster-specific Out-
comes Based on Comparing Penalty Scoring Weights of Outcomes

Plain Weighting Best Outcome Weighting Attribute-Value-Based Weighting

Global Outcome
20 Users 65% 71.7% 70%

40 Users 73.3% 73.3% 65.8%

Cluster-specific Outcomes
20 Users 90% 93.3% 98.3%

40 Users 93.3% 98.3% 100%

As Table 4.3 depicts, the results for cluster-specific outcomes are substantially

better than those for the global recommended outcomes, with the best out-

come and attribute-value-based weighting methods outperforming the plain

weighting method. It is acknowledged that having a penalty score that is less

than half of the maximum is a fairly low standard, so we will look at other

ways of evaluating these recommendations in the remaining sections of this

chapter.

4.3 Comparing the Dominance Between Rec-

ommended Outcomes and Random Out-

comes

4.3.1 Evaluation Method

In this procedure, after generating a set of R random outcomes, we perform

dominance checking between the recommended outcomes and these random
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outcomes for each of a set of N users, based on the work by Santhanam

et al. [29] explained in Section 2.3.3. We find the number of times that the

recommended outcome dominates a random outcome (Dom), the number of

times that the recommended outcome is dominated by a random outcome

(revDom) and the number of times that there is no dominance between

them (noDom). These numbers will help us to find an overall score for the

recommended outcome. The formula for this score is defined as follows:

Score =
Dom+ 0.5× noDom

N ×R
× 100

As another measure, we also record the number of users for which this rec-

ommended outcome is at least as preferred as 60%, 70%, 80% and 90% of

the random outcomes.

4.3.2 Evaluation Results for Global Recommended Out-

comes

We created three different sets of CP-nets for 20 users (with 6 binary at-

tributes) and 40 users (with 8 binary attributes). Then for each set, we

found the global outcome driven by the different weighting approaches, and

then we used dominance checking to compare these global outcomes to 64

random outcomes (for the 20-user cases) or 50 random outcomes (for the

40-user cases).

Table 4.4 summarizes the evaluation results of three trials for the global
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outcomes driven by different weighting approaches.

Table 4.4: Summarizing Evaluation Results of Three Trials for Global Out-
comes Driven by Different Weighting Approaches

o∗ dominates o∗ is dominated Is o∗ better than or “tied” with

random no by random of random outcomes?

Weighting Method Set of CP-nets outcome dominance outcome ≥ 60% ≥ 70% ≥ 80% ≥ 90%

Plain Weighting
20 Users 46.2% 23.1% 30.7% 53.3% 43.3% 33.3% 21.7%

40 Users 44.3% 26.1% 29.6% 52.5% 39.2% 29.2% 15%

Best Outcome Weighting
20 Users 47.5% 25.7% 26.8% 61.7% 43.3% 31.7% 15%

40 Users 43.6% 28.2% 28.9% 59.2% 45% 27.5% 15%

Attribute-Value-Based Weighting
20 Users 47.8% 24.8% 27.4% 63.3% 46.7% 26.7% 16.7%

40 Users 39.4% 29.2% 32.1% 50.9% 36.7% 20.8% 12.5%

Table 4.5 summarizes the results of Table 4.4 based on the scoring method

described in Section 4.3.1.

Table 4.5: Evaluation Results of Three Trials Based on Dominance, Com-
paring Global Recommendations Driven by different Weighting Approaches
to Random Outcomes

Weighting Method Score

Plain Weighting
20 Users 57.7

40 Users 57.4

Best Outcome Weighting
20 Users 60.3

40 Users 57.7

Attribute-Value-Based Weighting
20 Users 59.5

40 Users 54.0

Based on the results depicted in Table 4.5, we can see that the scores of the

plain weighting, best outcome weighting and attribute-value-based weighting
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methods in finding the global outcome are quite close to each other. From

a series of paired t-tests performed on these results, it was found that these

differences in scores were not statistically significant.

Moreover, Table 4.5 shows that when we are increasing the number of users,

making a higher percentage of users satisfied by offering a global outcome is

hard, because as we increase the number of users, we see a more diverse set

of preferences.

Finally, it is noted from Table 4.4 that more than half of the recommendations

are at least as good as 60% of random outcomes, while roughly 1/4 - 1/3 of

recommendations are at least as good as 80% of random outcomes.

4.3.3 Evaluation Results for Cluster-specific Outcomes

In the next step of evaluating the outcomes, we have done the same compar-

isons, but for the outcomes that were chosen specifically for each cluster. Ta-

ble 4.6 summarizes the evaluation results of three trials for the cluster-specific

recommendations driven by different weighting approaches, comparing them

to randomly-chosen outcomes.
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Table 4.6: Evaluation Results of Three Trials for Cluster-specific Outcomes
Driven by Different Weighting Approaches

o∗ dominates o∗ is dominated Is o∗ better than or “tied” with

random no by random of random outcomes?

Weighting Method Set of CP-nets outcome dominance outcome ≥ 60% ≥ 70% ≥ 80% ≥ 90%

Plain Weighting
20 Users 46.4% 22.7% 30.9% 55% 45% 33.3% 23.3%

40 Users 47.2% 25.1% 28.4% 57.5% 45% 31.7% 15.8%

Best Outcome Weighting
20 Users 60.2% 23.1% 16.7% 73.3% 65% 48.3% 26.7%

40 Users 56.4% 24.6% 19.6% 74.2% 63.3% 45.8% 25%

Attribute-Value-Based Weighting
20 Users 57.7% 23% 19.2% 78.3% 55% 40% 21.7%

40 Users 59.2% 23.5% 18% 79.2% 65.8% 50% 30%

Table 4.7 summarizes the results of Table 4.6 based on the scoring method

defined in Section 4.3.1.

Table 4.7: Evaluation Results of Three Trials Based on Dominance, Com-
paring Cluster-specific Outcomes Driven by different Weighting Approaches
to Random Outcomes

Weighting Method Scoring

Plain Weighting
20 Users 57.7

40 Users 59.7

Best Outcome Weighting
20 Users 71.8

40 Users 68.7

Attribute-Value-Based Weighting
20 Users 69.2

40 Users 71.0

Table 4.7 shows that the best outcome and attribute-value-based weighting

method have outperformed the plain weighting method by a substantial mar-

gin. In fact, from a series of paired t-tests that were performed, the increases
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in performance for both the best outcome method and the attribute-value-

based method, over the plain weighting method, were found to be statistically

significant (p < 0.05) for the 20−user and 40−user cases.

However, perhaps the most meaningful insights come from comparing Table

4.7 (for cluster specific recommendations) to Table 4.5 (for a global recom-

mendation). In Table 4.7, the scores for the best outcome and attribute-

value-based weighting method are in the 68-72 range, while they were be-

tween 54 and 61 for the global recommendation. This shows the degree to

which we can make users more satisfied if our recommendations are tailored

to clusters of users, rather than trying to make one recommendation for all

users.

Finally, it is noted from Table 4.6 that roughly 3/4 of recommendations from

these two methods are at least as good as 60% of random outcomes, while

almost half of the recommendations are at least as good as 80% of random

outcomes. This is substantially stronger than what we saw for the global

recommendations in Table 4.4
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4.4 Comparing the Dominance Between Rec-

ommended Outcomes and Baseline Out-

comes

4.4.1 Evaluation Method

In this method, we are going to define a simple baseline outcome and then by

the use of the procedure for dominance testing between two outcomes [29],

we find the dominance between the recommended outcomes and the baseline.

In this procedure, the baseline outcome has been defined in an iterative way,

using the preferences of each user over their most important attributes. We

choose the most important attribute for each user and then find the preferred

value for this important attribute for this user. If an attribute is the most

important for more than one user, we will choose that attribute’s value by

considering the importance weights of the attribute for each of these users.

In the next iteration, we will give a value for attributes that have not had

a value assigned yet, by looking at the second-most important attribute for

each user. This continues until we have defined a value for all attributes.

After finding the baseline outcome, we evaluate the recommended outcomes

by comparing the dominance between the outcomes and this baseline for all

users and counting the number of users for which the recommended outcome

dominates the baseline.

As a simplified example, suppose we have two attributes X2 and X3 and
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we want to define the baseline outcome for the users in Cluster 1. In the

first iteration we will go through each user’s most important attribute and

will choose a value for them. The most important attribute for User1 is X2

(with a weight of 8) and the preference of this user over this attribute is x2.

If we use 1 to represent the value x2 and use −1 to represent the value x2

then since this user prefers x2, we can add the weight of 8× 1 into the final

value of this attribute. We can follow the same procedure for all the users

of Cluster1. After finishing the first iteration over all users’ preferences in

Cluster1 we will check all the attributes and assign xn or xn, depending on

whether the final value for Xn is positive or negative. If some attributes do

not have a value yet, we will continue the next iteration over the next most

important attribute for each user until finding a value for all the attributes.

Table 4.8 shows users and the final value of attributes in Cluster1 based on

the preferences of users in this cluster. In this example, the baseline outcome

would be x2x3. The idea behind this approach is to give us a relatively simple

baseline outcome to which we can compare our recommended outcomes.
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Table 4.8: Baseline Values for Most Important Attributes of Cluster 1

Name of Attributes

X2 X3

User 1 8× 1

User 2 8× 1

User 3 3.42× (−1) 3.42× 1

Weight 4.58 11.42

Value x2 x3

4.4.2 Evaluation Results for Global Recommended Out-

comes

Table 4.9 summarizes the evaluation results of three trials for each num-

ber of users, comparing the global outcomes driven by different weighting

approaches to the baseline outcome.
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Table 4.9: Summarizing Evaluation Results of Three Trials Based on Dom-
inance, Comparing Global Outcomes Driven by different Weighting Ap-
proaches to the Baseline Outcome

o∗ dominates o∗ is dominated

baseline no by baseline

Weighting Method Set of CP-nets outcome dominance outcome

Plain Weighting
20 Users 40% 21.7% 38.3%

40 Users 39.2% 31.7% 29.2%

Best Outcome Weighting
20 Users 33.3% 43.3% 23.3%

40 Users 44.2% 25% 30.8%

Attribute-Value-Based Weighting
20 Users 50% 3.3% 45%

40 Users 37.5% 25.8% 36.7%

Table 4.10 shows a summary score for each of these conditions based on the

formula defined in Section 4.3.1, but using the baseline outcome instead of a

set of randomly-chosen outcomes.

Table 4.10: Ranking of Evaluation Results of Three Trials Based on Dom-
inance, Comparing Global Outcomes Driven by different Weighting Ap-
proaches to the Baseline Outcome

Weighting Method Score

Plain Weighting
20 Users 50.8

40 Users 55.0

Best Outcome Weighting
20 Users 55.0

40 Users 56.7

Attribute-Value-Based Weighting
20 Users 51.7

40 Users 50.4

The comparisons to the baseline outcome depicted in Table 4.10 are similar
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to the results in Table 4.5 and show that the global outcome offered by the

best outcome weighting approach is the strongest.

The attribute-value-based weighting method, on the other hand, only slightly

outperforms the plain weighting method for 20 users and is actually weaker

for 40 users.

Not surprisingly, the plain weighting method does not have strong results

because it clusters users only based on their important attributes and not

on users’ preferences over those attributes. However, the results of the other

weighting methods were somewhat disappointing. Using McNemar’s Test

[34], it was found that these methods did not outperform the baseline method

by enough of a margin to be statistically significant.

4.4.3 Evaluation Results for Cluster-specific Outcomes

In this step, we have evaluated the favourability of the cluster-specific out-

comes by finding the dominance between them and the baseline outcome.

Table 4.11 summarizes the evaluation results of three trials for each number

of users, comparing the cluster-specific outcomes driven by different weight-

ing approaches to the baseline outcome.
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Table 4.11: Summarizing Evaluation Results of Three Trials Based on Dom-
inance, Comparing Cluster-specific Outcomes Driven by different Weighting
Approaches to the Baseline Outcome

o∗ dominates o∗ is dominated

baseline no by baseline

Weighting Method Set of CP-nets outcome dominance outcome

Plain Weighting
20 Users 38.3% 18.3% 43.3%

40 Users 43.3% 25.8% 30.8%

Best Outcome Weighting
20 Users 58.3% 21.7% 20%

40 Users 58.3% 22.5% 20%

Attribute-Value-Based Weighting
20 Users 51.7% 21.7% 26.7%

40 Users 62.5% 20% 16.7%

Table 4.12 shows a summary score for each of these conditions based on the

formula defined in Section 4.3.2, but using the baseline outcome instead of a

set of randomly-chosen outcomes.

Table 4.12: Ranking of Evaluation Results of Three Trials Based on Domi-
nance, Comparing Cluster-specific Outcomes Driven by different Weighting
Approaches to the Baseline Outcome

Weighting Method Score

Plain Weighting
20 Users 47.5

40 Users 56.2

Best Outcome Weighting
20 Users 69.1

40 Users 69.6

Attribute-Value-Based Weighting
20 Users 62.5

40 Users 72.5

The comparisons to the baseline outcome depicted in Table 4.12 show that
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the cluster-specific outcomes offered by the best outcome and attribute-value-

based weighting approaches are much stronger than those offered by the

plain method. Using McNemar’s Test, these two methods did outperform

the baseline method by enough of a margin to be statistically significant

(p < 0.05) for the 20−user and 40−user cases.

Not surprisingly, the plain weighting method does not have strong results

because it clusters users only based on their important attributes and not on

users’ preferences over those attributes.

4.5 Evaluating Recommendations on the Ba-

sis of a Collective Penalty Scoring Func-

tion

4.5.1 Evaluation Method

Li et al. [23] discuss using a collective penalty scoring function to evaluate

the quality of a choice for an entire group of users. They suggest that one

reasonable choice for such a measure is to take the sum of the individual

penalty values for each user.

Our final evaluation method involves calculating the penalty score for all of

the outcomes of each CP-net based on users’ preferences over all attributes,

and then using a collective penalty scoring function to evaluate the quality

of outcomes.
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We go through all users’ preferences over all attributes and then we give

penalty scores for all the outcomes based on each user’s preferences. In the

next step, by taking the sum of these penalty scores for all users, we would

be able to order the outcomes based on their favourability for users. This

ordering will help us to find the rank of the global outcome suggested by our

weighting approaches among all possible outcomes.

4.5.2 Evaluation Results

In Table 4.13, we show where our recommended global outcomes rank in the

set of all 64 outcomes for the three trials using 6 attributes for 20 users, using

the sum of individual penalty values.

Table 4.13: Global Outcomes’ Ranking Based on a Collective Penalty Scoring
Function

Trial Weighting Method Rank of Outcome

Trial One
Best Outcome Weighting 2nd

Attribute-Value-Based Weighting 1st

Plain Weighting 4th

Trial Two
Best Outcome Weighting 6th

Attribute-Value-Based Weighting 5th

Plain Weighting 5th

Trial Three
Best Outcome Weighting 5th

Attribute-Value-Based Weighting 7th

Plain Weighting 6th

As Table 4.13 depicts, the global outcomes that we are offering are among

73



the best and we can claim that, on average, the global outcome that we are

offering for users has the rank of 4th in the set of 64 outcomes.

In this method, if we wanted to find the global outcome with the lowest

penalty score, we should go through each user’s preferences over all at-

tributes; therefore, we should assign penalty scores for each user’s prefer-

ences over all outcomes. So, if we have A attributes, this method should find

penalty scores for 2A outcomes for each user, which leads to a large number

of calculations when we have a large number of users and attributes. In our

approach, we are finding penalty scores for each user only over the impor-

tant attributes for the cluster the user belongs to, which is a relatively small

number.

Moreover, as the results of Table 4.5 display, when we have a large number

of users, making them all happy by offering a global outcome is hard. For

situations in which it is feasible, our approach has also included the ability

to generate cluster-specific outcomes, which have the potential to make users

significantly more satisfied. All of this is done without the need to compare

all outcomes for all users.

We have also found the rank of each cluster-specific outcome, but the results

were not as promising as we were expecting. This problem happens because in

the procedure of finding cluster-specific outcomes, we find values for the most

important attributes and then we define the values for the non-important

ones based on the values in the global outcome, without considering users’

preferences over those attributes, which leads to a lower rank.
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We did observe that the very best outcomes, according to the collective

penalty scoring function, often matched our cluster-specific recommendations

on the attributes that were the most important for the cluster. Therefore,

there is potential for our recommendations to achieve a very high rank if we

can improve our approach to assigning values to the less important attributes.

Moreover, as the results of Tables 4.6 and 4.7 display, we can see that cluster-

specific outcomes have the potential to make all users more satisfied. There-

fore, by investigating different ways of setting the values for the less impor-

tant attributes in cluster-specific outcomes, we could make the results even

stronger.
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Chapter 5

Conclusions and Future Work

5.1 Summary

The most important goal of this research is to find the answer to the question

of whether we can still get good results in collective decision making in com-

binatorial domains when we are not considering all users’ preferences over all

attributes. In real world situations, we have a large range of user preferences

over a large range of attributes; therefore, satisfying all users is difficult. In

this research, we have applied Conditional Preference networks(CP-nets)[6]

to represent users’ preferences with different preferential dependencies over

attributes and then we proposed a novel procedure for collective decision

making when the number of attributes and users is high.

The first step of this approach is finding the most important attributes for

each user. In the second step, by the use of cosine similarity and based on
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different weighting procedures, we would be able to find the distance between

each pair of CP-nets, which leads to clustering CP-nets into different groups.

By comparing users’ preferences in each cluster over important attributes

for that cluster, we can determine a partial attribute value assignment for

each cluster. We then use these partial assignments to produce a global

outcome that is desirable for a majority of users. These processes lead to a

reduction in the size of the search space. We have evaluated the desirability

of recommended outcomes by applying diverse evaluation methods to sets

of random CP-nets. Of the approaches proposed in this thesis, the best

outcome and attribute-value-based weighting methods appear to be the most

promising, especially in situations in which different recommendations can

be made to users in different clusters.

5.2 Research Contributions

In this research, collective decision making in real world situations has been

studied. One of the steps to make this study close to the real world is the

use of CP-nets, through which users can easily express their preferences in a

qualitative way and close to natural language, rather than quantitative ones.

Furthermore, the structure of CP-nets allows for each user to have any kind

of order over attributes and dependencies among attributes.

Another step is making the process of collective decision making feasible in

real world situations, as we should consider a large group of users who might

77



have very different preferences over a large number of attributes. Finding a

global recommended outcome based on previous research on collective deci-

sion making methods could not be feasible because, in all of these research

projects, they are considering all users’ preferences over all attributes. In our

research, to overcome this problem, we used the idea of clustering users with

similar preferences into groups and then considering their preferences only

over the important attributes for that group. This leads to smaller number

of comparisons over users’ preferences over a smaller number of attributes,

which would be more practical in real world situations.

When we have a large number of users with a large number of attributes,

offering one global recommended outcome for these users as a whole and

making them all satisfied with this one outcome is hard. As our evaluation

results for global recommended outcomes over 20 and 40 users display(Table

4.5, Table 4.7 and Table 4.13), we can confirm that offering one global out-

come for a big group of users can be quite challenging. However, the ranking

results shown in Table 4.13 are very encouraging, as they demonstrate that

our methods are choosing outcomes with high ranks in terms of a collective

penalty scoring function.

For situations in which it might be possible to select a small number of

outcomes, each of which can be recommended to a small subset of users,

we also investigate the success of our cluster-specific recommendations. As

the results of this research depict (Table 4.7), the highest score for cluster-

specific outcomes is 71.8, which is a reasonable score in making users satisfied.
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One of the contributions of our research is that in the real world with a

diverse number of users mentioning their preferences over a diverse number

of attributes (in some situations their preferences are totally opposite to each

other), offering one global outcome by comparing all users’ preferences over

all attributes could not make all users as happy as possible. Therefore, we can

consider the idea of offering a global recommended outcome as well as cluster-

specific ones. Hence, when we need to offer one global outcome to all users,

we can offer that, but in some situations in which we have the possibility

of offering more than one outcome to make users as satisfied as possible,

we can offer cluster-specific outcomes. Moreover, in all these processes of

finding outcomes, there is not any need to compare all users’ preferences on

all attributes, which has not been considered in previous research.

5.3 Future Work

For further study on this research, we can explore other weighting meth-

ods, as well as extending our proposed methods to CP-nets with non-binary

attributes.

As research on clustering CP-nets is so limited, investigating other methods

of clustering could help to offer more satisfactory outcomes.

Also, extending our proposed methods to the more advanced TCP-nets (tradeoffs-

enhanced CP-nets [9]) could be more practical in real world situations.

The results of this thesis show that the proposed methods can provide good
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recommendations, while reducing the size of the search space. The findings

of this research would be further strengthened by also implementing some of

the previous approaches in the literature (e.g., [20, 23, 25]) and doing direct

performance comparisons between their methods and ours.

Doing further testing of our methods with different combinations of numbers

of users and attributes, as well as different number of clusters, would also be

valuable.

As mentioned in Section 4.5, investigating different ways of finding the values

for the non-important attributes in cluster-specific recommendations could

make the results for cluster-specific outcomes even stronger.

Finally, testing our methods in actual real world applications will help to

verify the viability of the approach.
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