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Abstract

Automatic memory management offers programmers an alternative to un-

managed languages. It unburdens some of the low-level control from human

hands. However, this comes at the price of performance. Virtual machines

using automatic memory management are prone to long system pause times

that degrade the overall performance of the system. Often, the culprit is

a mismatch between the nature of the application and the chosen garbage

collection algorithm. There are algorithms that already address this issue,

such as the Balanced Garbage Collection (BGC) by IBM, which uses region-

based memory management. Region-based memory management introduces

the flexibility of being able to select areas of the heap for collection that will

potentially result in the best “return-on-investment.”

With the advent of multicore processors, we extend this approach to take

advantage of the potential concurrency that can happen among threads dur-

ing garbage collection. By assigning entire regions to a thread, we are able

to select a set of regions that belong to only one thread thereby potentially
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allowing other threads to continue execution during garbage collection. We

also define thread relationships that will identify other threads that may have

to be stopped as well when collection is being done on a given thread.
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Chapter 1

Introduction

There has been a renewed interest in virtual machines (VM) since the late

1990s especially in the desktop environment [1]. In a VM that makes use

of automated memory management (MM) such as the Java Virtual Machine

(JVM), an efficient garbage collection (GC) algorithm is key to good over-

all performance. One of the main causes of performance degradation in a

VM is the long system pause time. A long system pause time is caused

mainly by the stop-the-world approach to carry out the garbage collection.

On a multiprocessor machine, a stop-the-world approach means suspending

the execution of all (mutator) threads until the garbage collection is finished

[2]. To overcome such a concern, the system pause times can be reduced by

minimizing the number of threads to be stopped during the GC. In an ideal

scenario, a single thread will be stopped to avoid stopping other threads.

Allocation and GC are performed thread-local.
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Some approaches make use of region-based memory management, which of-

fers a flexible way of managing the memory. The main focus of this research

is in the allocation and GC of a specific set of regions belonging to a single

thread. When regions are assigned to threads, allocations and collections can

be done thread-locally. However, there are thread dependencies that often

prevent one thread from being collected independently, such as the presence

of escaping objects. If an object is referenced by another object from an-

other thread, it is considered to have escaped. Escaping objects can be as

high as 42% of all allocated objects (SPECjbb2005)[3]. They are discussed

in more detail in the following sections. This study aims to investigate how

thread-based, region-based, memory management can potentially minimize

the number of threads to stop during collection.

There exist algorithms that make use of region-based memory management,

such as IBM’s Balanced Garbage collection policy [4]. However, the criteria

for the selection of regions in the collection set is based on amortizing the

pause times across the number of GCs that will be triggered. The aim of

thread-based, region-based, memory management on the other hand, is to

minimize the number of threads that would have to be stopped during a GC.

As will be discussed later, this does not necessarily translate into shorter

simulation time due to increased instances of garbage collections.

Chapter 2 discusses some background literature while Chapter 3 presents

2



the approach to be taken and details on how thread-based, region-based,

memory management can be implemented. Chapter 4 discusses the setup

for the experiments as well as the results. Finally, Chapter 5 summarizes the

results and gives insights on what could be done next as an extension of this

research.
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Chapter 2

Background

2.1 Garbage Collection

Prior to managed languages, programmers had to explicitly deallocate unused

memory. However, this approach is prone to human errors. By unburdening

some of the low-level functionalities from human control, we minimize these

kinds of errors. Managed languages give developers several advantages such

as increased security, flexibility, fewer lines of code, safer code, and lower cost

of deployment. Modern programming languages employ dynamic memory

allocation wherein objects are allocated on a heap. Heap allocation, which

can allow programmers to [2]:

• dynamically choose the size of new objects;

• define and use recursive data structures;
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• return newly created objects to the parent procedure;

• return a function as a result of another function.

Mutator threads, or application threads, gain access to objects on the heap

via rootsets. A rootset is a set of references to a Java Virtual Machine (JVM)

thread’s stack and registers during garbage collection time [5].

During a program’s run, some objects may no longer be needed and thus lose

their reachability from any rootset. These objects are considered garbage and

as their number increases, it can lead to out of memory errors. In order to

avoid this scenario, garbage collection is needed to reclaim memory occupied

by these objects.

2.2 Garbage Collection Policies

There exist several GC algorithms or policies offering flexibility and added

capabilities to a managed runtime. Each policy has its own advantages and

disadvantages. Depending on the specific goal of the application, a policy

is usually chosen such that it will result in the best performance for the

system. For example, interactive applications require fast feedback. In this

case, a policy with a short collection time is more appropriate. The following

subsections present some of the widely used garbage collection policies.
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2.2.1 Mark-Sweep

The Mark-Sweep algorithm [6] is one of the four fundamental approaches to

Garbage Collection. It is based on the concept of pointer reachability and

considered an indirect collection algorithm since it does not detect garbage

objects directly. Instead it identifies live objects and assumes everything else

is garbage. An example of a direct collection called reference counting is

discussed in the next subsection.

There are two basic phases in the Mark-Sweep algorithm: the marking phase

and the sweeping phase. The marking phase labels the live objects while

the sweeping phase frees up memory space occupied by objects that were

left unmarked. The marking phase starts by searching for objects from the

rootsets of threads. A rootset of a thread contains pointers to objects initially

allocated by a thread. By recursively traversing the object pointers contained

in the subsequent objects, objects that are reachable from the rootset can be

marked and be defined as the set of live objects. Unmarked objects are then

freed up in the sweeping phase after which, all live objects are unmarked

again for the next collection.

Mark-Sweep-Compact is a variation of this algorithm wherein compaction is

performed on all live objects after the sweeping phase. Mark-Sweep-Compact

is the default GC policy for the IBM’s JVM [7].
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2.2.2 Reference Counting

Reference counting [8] is an example of a direct collection algorithm since it

operates on the objects directly as the number of references to the objects

is increased and decreased. Live objects are determined if the number of

incoming references to an object is greater than zero. This is tracked by a

reference count. The reference count is stored as an additional slot in the

object’s header. Objects whose reference count drops to zero are considered

garbage and therefore subject to collection. An issue arises when there are

cyclic references, also known as garbage cycles. These are objects that refer-

ence each other, therefore maintaining a reference count greater than zero.

However, none of these objects are reachable from any rootset and therefore

should be considered garbage. As the number of cycles increase, the memory

footprint increases since objects in the cycles are never freed resulting in less

and less available memory.

A simple approach to resolve garbage cycles is to periodically run a tracing

collection such as the mark-sweep algorithm discussed in the previous subsec-

tion whenever the heap runs low or runs out. Some garbage objects are not

part of any garbage cycles and therefore can be caught by reference counting

alone. A key observation however is that garbage cycles happen only during

reference deletion where the reference count remains greater than zero. This

implies that entire object-graph tracing is unnecessary and therefore can be

made more efficient. Based on this observation, partial tracing can be done

on the transitive closure of the subgraph of the object whose reference was

7



recently deleted but still has reference count greater than zero. An algorithm

that takes advantage of this observation and the most widely-adopted algo-

rithm for handling cycles is called trial deletion. Attention is only focused

on the subgraph that might have created a cycle [9][10][11].

Another approach makes use of an algorithm called The Recycler that sup-

ports concurrent cyclic reference counting [12][9]. It operates in three phases:

1. Identify objects belonging to a cycle, decrementing their reference count

and coloring them grey.

2. Check the reference counts of nodes in these cycles. If an object’s

reference count is greater than zero, recoloring live grey objects to

black, and other grey objects to white.

3. Remaining members of the subgraph that are still colored white are

reclaimed.

This policy is useful in reclaiming some memory when some parts of the

memory are unavailable, such as in distributed systems [13].

2.2.3 Generational Garbage Collection

Garbage collection is most efficient when there are few live objects in memory.

A few observations however, have led to some hypotheses in regards to an

object’s lifetime [14]. Some observations have become the motivation for

another kind of garbage collection policy: the generational garbage collection.
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One of these observations is that garbage collection is most efficient when

there are fewer live objects in memory. The fewer live objects the more

memory available for allocation and the more memory available, the fewer

collections are required. It is less efficient when long-lived objects are checked

by every GC. Another observation that has implications on performance is

that most objects tend to die young, which means they should be collected

more frequently, and long-lived objects should be collected less frequently.

Generational GC takes its cue from these observations by dividing the heap

into generations or age groups of the objects. Newly created objects are allo-

cated on the young or nursery generation. Often, an object’s age is measured

by the number of collection cycles it has survived. After a certain number

of GC cycles, a surviving object is moved to the next older generation. This

process is applied for every generation except the oldest.

The youngest generation is collected most often and the older generations are

collected less often. The older the generation, the less often it is collected.

The ratio of how often collection is done across the generations can be fine-

tuned, and so can the size of the each generation. By controlling the size of

a generation, we can potentially control the pause times for the collection of

that particular generation.

At some point, collection on the young generation will be insufficient to free

enough memory as garbage in the older generation starts to accumulate. It is

therefore necessary to occasionally perform collection on the older generations

as well. Although this approach improves throughput by avoiding repeated
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processing of long-lived objects, it comes at a price, that is, it incurs an

overhead by keeping track of inter-generational pointers called remembered

sets (remset). A remembered set is associated per generation. They contain

pointers to objects in another generation that have pointers to objects in

the current generation. An example is illustrated in Figure 2.1. The write

barrier code sequence is responsible for determining if a pointer store needs

to be remembered or not, and if so, updates the remembered set accordingly

[15][16].

Generational collectors should be fine-tuned such that the benefits of using

them will outweigh the overhead incurred. There are no strict rules when

it comes to fine-tuning generational GC’s, so much so that it is sometimes

considered a subtle art. Some parameters include the size of the nursery

generation, how often should the nursery be collected in relation to older

generations, the aging mechanism for objects, and promotion policies for

objects.

This policy is preferred whenever the application creates many short-lived

objects such as in transaction-based applications wherein objects die after the

transaction is completed. Another preferred usage of this policy is whenever

an application results in a highly fragmented heap. Moving objects from an

often-collected generation to a lesser collected generation tend to minimize

fragmentation.

10



Figure 2.1: Remembered sets contain pointers that point to objects.

2.2.4 Region-based Garbage Collection

The concept of region-based memory management started out as a purely

theoretical concept which eventually led to a new memory management tech-

nique that is more practical in terms of space and predictability [17].

By splitting the heap into smaller fragments, management becomes more

flexible since each fragment can be dealt with under a different policy or

mechanism [18].

Region-based memory management is a type of memory management wherein

allocated objects are assigned to a region, sometimes called arena, zone, area,

or memory context. The regions can be thread-based or longevity-based

depending on the purpose. They facilitate allocation and de-allocation with

low overhead since deallocation involves merely bumping pointers [19]. Each

region marks the area of memory within the region that points to the starting
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address of its free space. The size of the free space can be calculated from

this marker up to the end address of the region. Allocation is done by moving

this free space pointer up according to the size of the object being allocated.

If the object size is greater than the regions size, objects can be broken down

into smaller chunks to be distributed across other regions. If the whole region

is freed, such as in the case of IBM’s Balanced GC, deallocation is a matter

of moving the free space pointer back to the starting address of the region,

and returning the region to the free list.

Region-based MM has been used to improve memory usage in programming

languages such as C [20]. By providing programmers low-level control in C,

it has become prone to safety violations such as buffer overruns, dangling-

pointer dereferences, and space leaks. These can be avoided using automatic

memory management.

With region-based MM, automatic memory management can be implemented

in such a way that we can choose areas of the heap that will result in a

more “balanced” collection time. An example of a region-based memory

management system that explores this type of collection policy is IBM’s

Balanced Garbage Collection (BGC) [4]. For better performance, a certain

number of regions are targeted at the start of the virtual machine. Depending

on the implementation, some systems can also impose a minimum region size.

The target number of regions is between 1,024 and 2,048 [4]. Some regions,

called the eden set, are assigned for allocations. In Balanced GC, the recom-

mended size of the eden set is one-fourth of the current heap size. Collection

12



is done on a set of regions called the collection set. A collection set is the set

of regions that meet some criteria for collection. These criteria include the

following:

• Eden Regions – all regions in the eden space

• Fragmentaion – highly fragmented regions

• Mortality Rate – objects in the region have a high mortality rate

A global marking phase (GMP) runs in the background between collections to

help improve performance of a partial GC. During tight memory conditions,

a global collection is invoked [4]. In the event system performance degrades,

a global garbage collection is necessary such that essentially, a stop-the-world

GC is in effect.

This type of garbage collection policy is suggested for systems with large

memory (at least 4GB). It is also preferred for systems where balanced

response-time is important.

2.3 Escaping Objects

The definition of escaping objects depends on its context. According to Choi

et. al. [21], an object’s escape state can be one of the following:

• GlobalEscape – An object is shared between methods and threads. For

example, an object stored in a static field, stored in a field of an escaped

object, or, returned as the result of the current method.
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• ArgEscape – An object is passed as an argument to a method but does

not globally escape during the call.

• NoEscape – A scalar replaceable object, meaning its allocation could

be removed from generated code.

In this study, we limit the focus on escaping objects shared between threads.

This can be identified by finding thread dependencies. Thread dependency

based on escaping objects is illustrated in Figure 2.2.

Figure 2.2: An example of escaping objects: Object 3 escapes to thread B.
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2.4 GC Performance Metrics

There are several metrics used in evaluating the performance of a garbage

collection algorithm [22]. Some of them include:

• Throughput – percentage of the summed CPU running time across

threads (not including garbage collection).

• Garbage collection overhead – percentage of cumulative time spent

on garbage collection.

• Pause time – time (wall clock) spent while performing a garbage

collection.

• Frequency of collection – how often does garbage collection occur

relative to overall running time of the application.

• Footprint – measure of memory consumption such as the heap.

• Promptness – time it takes for garbage memory to be reclaimed.

2.5 GarCoSim : A GC Simulator

Performance of a garbage collection algorithm depends largely on the require-

ments of an application. Thus, evaluating its performance entails simulating

all the basic memory management operations in a virtual machine [23]. For

simulation purposes, an application takes as input a trace file that contains a

15



series of pre-recorded memory management operations in the JVM. The trace

files available have been feature-extracted and can be chosen based on these

features. A synthetic trace file generator can also be used to generate trace

files based on specific parameters [24]. From this simulation, we can gather

statistics which can be used for data analysis and evaluation. Specifically, we

can use these statistics to determine how many threads need to suspend dur-

ing a collection and compare this with the performance of a non-region-based

version of collectors such as the traditional mark and sweep.

Implementation of added features was done on top of an existing garbage

collector simulator called GarCoSim [23]. In terms of allocation, it currently

uses the whole heap for allocation or half of it depending on the garbage pol-

icy selected. In implementing the thread-based, region-based, GC, the whole

heap needs to be divided into fixed, equal-sized regions wherein each region

can be assigned to a thread. Modifications were specifically implemented in

the Balanced Garbage Collection and RegionBased Allocation modules.

The proposed thread-based GC builds on top of the above concepts and is

further discussed in the following chapter.
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Chapter 3

Methodology

Three key areas were identified where the thread-based GC is to be imple-

mented: object allocation, collection set criteria, and collection phase. These

key ideas were implemented on top of an existing simulator that uses a non-

region-based heap [23]. They are discussed in more detail in the following

sections.

3.1 Allocation

Some examples of region-based memory management (such as the IBM’s

Balanced GC policy), allocations are performed on a set of regions called the

eden set. The eden set comprises about 25% of the total regions. Different

threads can allocate in the same region as long as there is enough space. For

a thread-based, region-based allocation, the concept of thread ownership is
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introduced wherein a thread is restricted to allocate only in regions that it

owns. Initially, regions are empty and are in a list called the free list. The

free list is composed of unclaimed regions that are entirely free for allocation.

Regions are assigned to the first thread that allocates in the region. Threads

that need an extra region for allocation can claim one from this list. Regions

are freed or put back in the free list whenever all objects in the region are

freed. Algorithmically, a thread follows these steps when allocating an object:

Algorithm 1 Thread-based Allocation

if requested space exists in thread’s eden set regions then
allocate object in a thread’s eden set region
return

else if thread’s eden set regions < prescribed % of its regions then
if there are free regions in the free list then

get a free region
assign region to the thread
allocate object in the region
add region to the eden set
return

end if
return allocation failure

end if

Objects that have sizes larger than the region size are split into several objects

with each object having a pointer to the next one. Figure 3.1 illustrates how

an object that is more than three times the size of a region will be divided

into four linked objects.
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Figure 3.1: Object-splitting.

3.2 Collection Set Criteria

As discussed in Section 2.2.4, the Balanced GC policy imposes criteria per

region for selecting which regions to collect. For thread-based, region-based

GC, criteria is imposed on the thread for selecting which thread to include in

the collection set. In these experiments, the criteria was based on the thread

with the highest number of allocations. Regions in the eden set owned by

this thread are chosen for inclusion in the collection set.
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3.3 Collection

Collection is triggered when there is not enough space in the eden set to

accommodate allocation of an object. Upon triggering a GC, we select the

thread with the highest allocation count and reset the counter to zero. The

thread with the highest allocation count has the highest chance of having

the most garbage. This is tracked by keeping an allocation count per thread.

The pseudo-code for this approach is given below1.

3.4 Eden Set Size

In the Balanced GC, the recommended eden set size is 25% of the total

regions. In thread-based GC, we arbitrarily set the eden size to 30% of the

regions from each thread.

3.5 Performance Metrics

Balanced and thread-based GCs both make use of region-based memory man-

agement. For this reason, we define a new set of metrics that focuses more

on the specific properties of a region-based memory management system.

Thread-based GC can be viewed as a variant of the Balanced GC. The main

difference berween the two approaches lies in the way they allocate objects

1In the worst case, we need as many free regions as there are in the collection set.
On average, fewer free regions are needed since many objects are usually freed and the
remaining live objects copied to the destination regions occupy less space.
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Algorithm 2 Collection algorithm

T = thread with the highest allocation count
for all region Re in the eden set do

if thread owner of region Re = T then
add Re to collection set

end if
end for
for all live object Oc in the collection set do
Rd = a non-collection set region of T with enough space for Oc

if Rd = NULL then
Rd = get region from the free list

end if
copy object Oc to region Rd

end for
return regions in the collection set to the free list
for all objects with pointers to surviving objects in the collection set do

remove old pointer
add new pointer to the child’s new address

end for
for all remset entries pointing to objects in the collection set do

if object pointed to was garbage then
remove remset entry

else
remove remset entry
add object’s new address

end if
end for
allocation count(T ) = 0
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and the way the collection set is chosen. In this regard, some key properties

were identified that are relevant to a region-based management system such

as remset updates and number of regions freed. Two concepts were intro-

duced for measuring region-based GC performance: the GC Effort (GCe)

and the GC Return (GCr)
2.

3.5.1 GC Effort

Garbage collection is a major source of system pause times. For this reason,

it is important to measure the overhead involved in performing a GC [25].

Some factors that affect garbage collection are the following:

• Remset updates (ru) – these are changes made to the remset data

structure associated with each region. Remset update is a two-step

process: a deletion and an addition.

• Number of object reference updates (or) – measures how many

object references need to be updated after objects have been moved to

other regions. Similar to remset updates, this also involves a two-step

process.

• Remset addition (ra) – these are additions to the remsets of the

target regions after the copy phase3.

2Pause times are measured in terms of garbage collection times.
3We distinguish an update as a two-step process since the number of operations run

in the millions and the difference with a single step operation like an addition or deletion
can be a factor in the performance.
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• Number of bytes copied (bc) – measures how much data was copied

during the collection. Depending on the implementation, the cost of

copying bytes can have a big impact on garbage collection performance.

Given these factors, we formulate a performance measure that takes into

account the number of steps performed. For example, updates are weighted

twice compared to a simple addition or deletion. The formula then takes

the weighted sum of all factors identified above. This measure is defined as

GCeffort and is given in the equation 3.1. This measure is intended to be

hardware agnostic.

GCe = 2(ru + or) + ra +
bc

8
(3.1)

Remset updates (ru) and object reference updates (or) have weights of two

since an update is a two-step process: a deletion and an addition. Bytes

copied (bc) is divided by eight since in a 64-bit machine, a memory operation

is performed eight bytes at a time.

3.5.2 GC Return

Another performance measure that can be taken into consideration is how

much resources was freed, or in this case, how much memory was reclaimed.

The amount of memory freed will have an impact on the number of collections

that can occur. Needless to say, more memory freed results in more memory

available for allocations hence, fewer instances of collections. The following
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are some statistics that were taken into consideration to measure the GC

return:

• Bytes Freed – cumulative memory freed in terms of bytes from the

objects that were found to be garbage.

• Regions Freed – net freed regions. Total number of freed regions

minus regions consumed during GCs.

The number of bytes freed per GC can be used to find a lower bound on

the number of regions that can be freed per GC, which is equivalent to the

floor of the bytes freed divided by the region size. However, due to internal

fragmentation, this number can go upwards. In other words, if there are many

regions in the collection set that contain only a few objects, the chances of

these regions being freed is high, and thus, will result in more regions in the

free list.

The following chapter discusses in detail the experiments performed using

thread-based GC and the results obtained.
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Chapter 4

Experiments

4.1 Experimental Setup

The benchmarks chosen for the experiments came from the DaCapo-9.12

benchmark suites [26] and SPECjvm2008 [27]. Trace files were generated

from some of the benchmarks [23]. The benchmarks chosen were those that

triggered at least one GC when the simulator was run with a region size of

512KB and a heap size of 512MB. The benchmarks were run in their entirety

for both the Balanced GC and thread-based GC. The factors considered in

these experiments include:

• Number of garbage collections – garbage collection is a major source of

system pauses and ideally should be minimized. However, this metric

does not take into account the length of the pauses.

• Size of the collections set – the number of regions to be collected. It
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is a coarse-grained measure of the work to be undertaken per GC. The

size of the collection set affects all the other metrics considered.

• Number of objects copied – a coarse-grained measure of how much

memory was included in the collection set that is not garbage. It is a

measure of the efficiency of garbage collection.

• Number of bytes copied – a fine-grained measure of how much memory

was included in the collection set but is not garbage. Similar to the

number of objects copied, this is also a measure of the efficiency of

garbage collection.

• Number of remset updates (deletion/updates) – remset updates mea-

sure how many escaping objects were present in the collection set. Es-

caping objects are not considered garbage and become part of how

many objects are copied.

• Number of object reference updates – these are pointers from objects

outside the collection set. Similar to remset updates, it is a measure of

how much work was done during GC.

It is desirable to have the values for these metrics to be small.

4.2 Input

Memory management operations depend on the memory requirements of

different applications. Therefore, measuring performance of an automated
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memory management can be achieved with the simulation of the MM oper-

ations that happen in an application. A real-time simulation is considered

expensive since it requires a copy of the instrumented VM and an actual

run of the benchmark applications. An alternative approach is to run the

simulation off-line using trace files. Trace files contain detailed information

on the memory management operations that occurred in the JVM during an

application run. They offer the flexibility of being able to develop a tailored

simulator that focuses only on the basic MM operations and at the same

time, be portable to be compiled and run on different platforms.

The trace files were acquired by instrumenting the Java Virtual Machine

(JVM), particularly the memory management module, to capture the basic

MM operations [24]. Instrumentation is done by inserting hooks in the JVM

code that handle memory-related operations. For each of the operations, a

line containing relevant information is written to a trace file which serves as

input to the memory management simulator (MMS) [23]. Details of the trace

file format is further discussed in Appendix B. A simulator treats the trace

file lines as mutator memory operations, allocates space, manages references

and performs garbage collections in order to accommodate the requirements

of the application. A complete description of the benchmarks is included in

Appendix A.
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4.2.1 Zombie Objects

Trace files written directly from the instrumented JVM cannot be processed

readily due to the presence of zombie objects. In principle, once an object

dies, it remains dead. There should be no means by which they can be

referenced again. However, there are cases found in the trace files where an

object has become garbage only to reappear again in the latter part of the the

trace. This anomaly has been described as object resurrection [28]. For our

purposes, we label these objects as zombies, not to be confused with zombie

objects that refer to actual garbage objects in some literature [29][30][31].

Zombie objects result from pointer stores from C code of the JVM that were

not captured by the instrumented JVM since they bypass the Java Native

Interface (JNI) [32][33]. Unfortunately, they cause errors during simulations.

Attempts to accurately identify zombie objects in the trace files requires the

simulation of the object graph, which takes a long time. As a solution, we

created another post-processing step that defers rootset deletions until the

objects’ last access in the trace file. This ensures the object is still reachable

at least until its last access. However, this also results in an inaccurate trace

file (larger rootsets). This however, does not affect the GC experiments since

any GC algorithm will treat an object as live no matter how many pointers

it has as long as it is reachable from a rootset.
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4.2.2 Suspended Thread Set

From a pessimistic point of view, threads are suspended (during GC) due

to the presence or in anticipation of escaping objects. As mentioned, this

carries with it a heavy price of long system pause times. An optimistic

point of view is the assumption that some of the threads may not contain

escaping objects at all and can thus be allowed to continue executing. The

thread-based approach offers the possibility of suspending only a subset of

the threads. This also offers the possibility of having other threads continue

executing during garbage collection. At the very least, the threads that need

to be suspended during collection include the triggering thread, the chosen

thread for collection (thread with the highest number of allocations, there

is a chance that this can also be the triggering thread), and those where

escaping objects escape to. Ideally, this subset of suspended threads is small.

A Java program (MyThreads.java) was written to determine if we can achieve

a small suspended thread set. The program runs five threads concurrently

with each thread performing many allocations. This Java program was run

under the same instrumented JVM where the DaCapo and SPECjvm bench-

marks were run. The trace file produced were also run under the same

simulators. Results are shown in Table 4.15 and Figure 4.16 and discussed

in Section 4.3.
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4.3 Experimental Results

The Balanced Garbage Collection attempts to amortize garbage collection

across several collections to mitigate long system pause times. Thread-based

GC is a variation of this approach that aims to maximize throughput by

allowing possible concurrent execution of threads while collection is being

done on a minimal set of threads. Both approaches use a region-based heap

but with different allocation and collection set policies.

Similar to Balanced GC, thread-based GC imposes some criteria when se-

lecting regions to be part of the collection set, but instead of the criteria

being imposed directly on the regions, we impose the criteria on the threads.

The collection set comprises of regions that the chosen thread owns. In case

of the Balanced GC, the entire eden set was included in the collection set,

while in thread-based GC, only the regions that belong to the thread with

the most allocations are included. Both approaches used 30% of the total

number of regions as the eden set initially, with thread-based adjusting the

size based on the current number of regions that the chosen thread owns.
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The benchmark Jython came closest to having similar results between the

Balanced GC and the thread-based GC. Further statistics in terms of aver-

age percentage of related threads show that Jython has a relatively smaller

percentage of related threads during GCs (Table 4.1). The average percent-

age of related threads is defined as the average ratio between the number of

threads where objects in the chosen thread escape to and the total number of

threads across all the GCs. Ideally, this should be as small as possible so as

to maximize the number of threads that could continue executing. However,

should we consider the work load of each thread for the benchmarks, wherein

work load is defined as the number of operations each thread performs in the

trace file (shown in Table 4.2), we can notice that Jython has only one thread

performing most of the work. This renders the thread-based approach similar

to the stop-the-world approach. For this reason, the Java program MyThread

(see Appendix C) was written to investigate the performance of thread-based

against Balanced GC given an application that contains mutually exclusive

threads.

Table 4.1: Average percentage of related threads.

Benchmark Average Percentage of Related Thread

batik 47%
pmd 27%
fop 30%

jython 10%
xalan 62%

xml.transform 10%
MyThreads 7%
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Table 4.2: Workload distribution of threads per benchmark. Work load is
defined as the number of operations performed by a thread in the trace file.

Thread batik fop pmd jython xalan xml

0 3,053 3,053 3,053 3,053 3,052 3,093
1 10,016,963 15,962,350 1,031,418 2,614,761,135 610,032 1,289,646
2 17 17 17 17 14 13
3 2,122 2,569 2,068 2,072 1,998 3,016
4 12 12 12 12 12 12
5 270 189 1,473 4,297 2,564,720 3,560
6 6 512 25,503,221 13 2,615,973 260,818
7 7 11 1,221,996 11 2,476,722 63
8 859,581 724 1,519,728 12 2,601,973 132,776,378
9 58,192 12 1,042,694 945 2,642,073 38,608,229
10 155,199 – 1,379,639 – 2,680,988 7
11 154,498 – 1,310,101 – 2,657,219 185
12 154,498 – 1,141,759 – 2,507,546 14
13 11 – 969,434 – 2,609,437 145
14 115 – 960,730 – 2,542,536 12
15 2,071 – 874,901 – 2,474,234 758
16 12 – 998,219 – 2,596,409 –
17 – – 1,201,920 – 2,493,976 –
18 – – 934,490 – 2,623,789 –
19 – – 3,860,927 – 2,605,117 –
20 – – 986,357 – 2,647,318 –
21 – – 4,576,596 – 2,603,444 –
22 – – 2,006,949 – 2,565,841 –
23 – – 933,069 – 2,528,349 –
24 – – 1,548,288 – 2,609,558 –
25 – – 592,108 – 2,549,249 –
26 – – 1,500,988 – 2,580,447 –
27 – – 820,362 – 2,582,033 –
28 – – 866,103 – 2,627,767 –
29 – – 1,066,714 – 300 –
30 – – 90 – 11 –
31 – – 12 – 13 –
32 – – 11 – 762 –
33 – – 2,105 – – –
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Table 4.3 shows the number of garbage collections that occurred during the

entire run of the benchmarks. The last column of the table is the equivalent

percentage of the ratio between the Balanced GC and Thread-based GC.

Figure 4.1 shows the corresponding graph of this table. It can be noticed that

more collections were triggered in the thread-based approach. The thread-

based approach allocates objects only in regions owned by the allocating

thread. If no region is found, a garbage collection is triggered in the hope that

it will free up some regions to be added back to the free list. In other words,

a successful allocation entails two conditions being met: there is enough

free space in the region, and the region belongs to the allocating thread.

In the case of Balanced GC, the first condition only needs to be satisfied.

A sharp increase in the number of GCs such as that of Xalan can indicate

that the distribution of allocations by the threads among different regions is

well-spread especially in the eden set.

These results also show that collecting partially from a thread frees enough

memory to allow execution until the end. The benchmark Xalan turned

out to have a much higher number of GCs for the thread-based GC. One

difference between Balanced GC and thread-based GC is in the size of the

collection set. Balanced GC has a more consistent size of the collection set

whereas in thread-based GC, it depends on how many regions the chosen

thread owns. The fewer regions it owns, the less memory will be freed.

Table 4.4 and Figure 4.2 show the number of regions collected in thread-

based GC turned out to be lower than that of the Balanced GC. This can
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Table 4.3: Number of garbage collections. The last column is the percentage
equivalent of the ratio between the second and third columns.

Benchmark Balanced GC Thread-based GC %

batik 1 1 100%
pmd 4 45 562%
fop 1 1 100%

jython 25 25 100%
xalan 8 153 1,912%

xml.transform 12 13 108%
MyThreads 1 3 300%

Figure 4.1: Number of garbage collections.

be expected inasmuch as we only include parts of the eden set, that is, only

regions in the eden set that belong to the thread chosen for collection will be

included in the collection set. In addition, any non-eden region considered

to be part of the collection set should also belong to the same chosen thread.

This affects the number of bytes copied and remset updates during collection,
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which in turn, affects the GC effort. Fewer regions collected results in fewer

bytes being copied. Tables 4.6 and 4.7 illustrates this point as well as Figures

4.4 and 4.5.

Table 4.4: Number of regions collected.

Benchmark Balanced GC Thread-based GC %

batik 256 232 91%
pmd 1,110 797 72%
fop 256 252 98%

jython 6,517 6,301 97%
xalan 2,162 2,033 94%

xml.transform 3,320 2,960 89%
MyThreads 512 406 79%

Figure 4.2: Number of regions collected.

Table 4.5 and Figure 4.3 shows results on the number of objects copied. It
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can be clearly noticed that there is a lower number of objects copied across

all benchmarks. This comes as a result of fewer regions overall included in

the collection set.

Table 4.5: Number of objects copied.

Benchmark Balanced GC Thread-based GC %

batik 64,077 54,596 85%
pmd 1,064,595 806,705 76%
fop 187,213 175,794 94%

jython 890,039 561,810 63%
xalan 175,602 120,023 68%

xml.transform 1,767,843 670,808 40%
MyThreads 4,662 238 5%

Figure 4.3: Number of objects copied.

Table 4.6 and Figure 4.4 show the experimental results on the total number

of bytes copied.
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Table 4.6: Bytes copied.

Benchmark Balanced GC Thread-based GC %

batik 14,145,656 13,032,328 92%
pmd 81,309,896 53,556,256 66%
fop 13,029,056 12,262,512 94%

jython 71,192,720 45,915,568 64%
xalan 66,645,416 55,313,096 83%

xml.transform 137,145,504 54,369,640 40%
MyThreads 348,888 7,616 2%

Figure 4.4: Bytes copied.

Table 4.7 shows data on total remset updates for both the Balanced and

Thread-based GC. These figures include remset deletions. Since remset up-

dates measure updates on regions outside the collections set, a sharp in-

crease in the benchmarks Pmd and Xalan can indicate that regions chosen

for collection by the Balanced GC has fewer escaping objects compared to
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thread-based.

Table 4.7: Remset updates. The value na denotes not applicable.

Benchmark Balanced GC Thread-based GC %

batik 0 54,872 na
pmd 2,294,166 38,417,816 1,675%
fop 0 4,954 na

jython 35,085,087 37,643,331 107%
xalan 1,352,399 64,262,782 4,752%

xml.transform 3,932,187 9,038,310 230%
MyThreads 0 4,641 na

Figure 4.5: Remset updates.

Tables 4.8 and Figure 4.6 show updates on object references. Object reference

updates are made on pointers of an object that references live objects in the

collection set that were eventually moved to a new region during garbage
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collection. The results show a trend towards fewer object reference updates

in thread-based GC compared to Balanced GC. This can also be attributed

to fewer regions and fewer objects copied.

Table 4.8: Object reference updates.

Benchmark Balanced Thread-based %

batik 1,704,011 1,592,040 93%
fop 3,090,062 3,091,101 100%

pmd 8,752,237 3,105,367 35%
xalan 8,995,994 4,258,987 47%
jython 48,781,786 42,215,406 87%

xml.transform 23,809,992 16,442,680 69%
MyThreads 19,532 3,312 17%

Figure 4.6: Object reference updates.

Table 4.9 and Figure 4.7 shows results on the number of remset additions.

We differentiate them from the remset updates in Table 4.7 and Figure 4.5
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in that these are entries added to the remsets of newly acquired destination

regions of live objects during the copy phase of garbage collection.

Table 4.9: Collection set remset additions.

Benchmark Balanced Thread-based %

batik 120,488 84,722 70%
fop 786,248 786,885 100%

pmd 2,048,759 704,874 34%
xalan 1,182,095 1,241,315 105%
jython 13,619,499 16,236,157 119%

xml.transform 4,969,637 1,509,629 30%
MyThreads 1,533 1,656 108%

Figure 4.7: Collection set remset additions .

Table 4.10 and Figure 4.8 show the average garbage collection time in sec-

onds while Table 4.11 and Figure 4.9 show results on the overall simulation

time in seconds (wall clock). Balanced GC tends to have fewer GCs, longer
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collection times per GC, and a shorter overall simulation time while the

thread-based GC tends to have more GCs, a shorter collection time per GC,

and longer overall simulation time. Simulation time is highly dependent on

the implementation of the simulator and is intended to be a rough estimate.

If Balanced GC amortizes collection across several instances to achieve bal-

anced collection times, the thread-based approach pushes this notion further

by having more GCs. Although the cumulative collection time is generally

longer, the average collection time per GC is shorter. The cumulative time

takes into account the cumulative overhead involved with every GC.

Table 4.10: Average garbage collection time in seconds.

Benchmark Balanced GC Thread-based GC %

batik 11.97 8.96 75%
pmd 17.47 6.58 38%
fop 14.09 10.36 74%

jython 18.16 14.76 81%
xalan 11.97 5.03 42%

xml.transform 15.66 11.71 75%
MyThreads 16.69 7.08 42%

Table 4.11: Simulation times in seconds.

Benchmark Balanced GC Thread-based GC %

batik 52.72 49.82 94%
pmd 344.87 590.74 171%
fop 73.79 72.33 98%

jython 1,766.8 1,771.39 100%
xalan 389.8 1,119.66 287%

xml.transform 893.5 906.76 101%
MyThreads 128 158.51 124%
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Figure 4.8: Average garbage collection time.

Figure 4.9: Simulation times in seconds.

As performance metrics, we measure the amount of “effort” a garbage col-

lection has incurred over the entire run. The amount of effort is based on

statistics gathered on key attributes presented in the experimental results
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section. Table 4.12 and Figure 4.10 show results on the calculated GC ef-

fort based on the formula defined in Section 3.5. Although the results show

more effort involved in the thread-based approach compared to Balanced GC

(there are zero values for batik and fop for Balanced GC since there were

no collections triggered), other factors such as the number of bytes copied,

number of regions in the collection set, and number of objects copied are less

than in the thread-based.

It can also be noticed that the best GC effort improvement happened in

the benchmark MyThreads. This can be attributed to the lack of escaping

objects between the threads, which is a big factor based on the formula. The

large discrepancies between Balanced GC and thread-based as shown in the

benchmarks Pmd and Xalan are due to the large discrepancies in remset

updates.

Table 4.12: Garbage collection effort.

Benchmark Balanced GC Thread-based GC %

batik 5,296,717 5,007,637 95%
pmd 34,305,302 90,445,772 264%
fop 8,595,004 8,511,809 99%

jython 190,252,335 181,693,077 96%
xalan 30,209,558 145,198,990 481%

xml.transform 34,739,183 59,267,814 171%
MyThreads 84,208 18,514 22%

In terms of GC Return, Table 4.13 and Figure 4.11 show results on the

number of bytes freed and Table 4.14 and Figure 4.12 show results on the

total net regions freed. For both the number of bytes freed and the number
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Figure 4.10: Garbage collection effort.

of net regions freed, the values are slightly less in thread-based compared to

the Balanced GC. This could be attributed to fewer regions being included

in the collection set which generally results in fewer objects and fewer bytes

scanned during each GC.

Table 4.13: Bytes freed.

Benchmark Balanced GC Thread-based GC %

batik 120,070,232 107,964,760 90%
pmd 498,944,432 356,464,496 71%
fop 121,187,136 119,856,784 99%

jython 3,324,403,088 3,257,576,912 98%
xalan 1,063,246,224 971,418,952 91%

xml.transform 1,589,541,248 1,497,507,280 94%
MyThreads 133,868,824 106,235,552 79%
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Figure 4.11: Bytes freed.

Table 4.14: Net regions freed.

Benchmark Balanced GC Thread-based GC %

batik 212 186 88%
pmd 670 551 82%
fop 230 226 98%

jython 5,747 5,642 98%
xalan 2,015 1,755 87%

xml.transform 3,034 2,992 99%
MyThreads 255 266 104%

4.3.0.1 MyThreads Experiments

A proposed advantage of the thread-based approach to garbage collection is

the potential concurrency that can happen during a GC. By having other

threads continue to execute while a GC is performed on another thread, long

system pause times caused by the stop-the-world approach can be mitigated.
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Figure 4.12: Net regions freed.

One issue that prevents this from happening is the presence of escaping

objects. Escaping objects define the relationships between threads from the

point of view of garbage collection. If a thread is chosen for collection, threads

where its objects “escape to” need to be suspended as well. If escaping

objects escape to many different threads, then many threads would have to

be suspended during collection, and in the worst case, can have the same

effect as the stop-the-world approach.

This is the main motivation behind the following experiments. A Java pro-

gram was written (MyThreads.java) to purposely investigate if a scenario can

happen wherein there are few, if any, escaping objects between threads. Five

threads were instantiated using different classes. Each thread was tasked to

perform object allocations on a local variable a number of times frequently
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enough to trigger a GC. The resulting trace file allocation distribution is

presented in Table 4.15. Thread T4 was tasked to perform many allocations

which resulted in about four million object allocations in the JVM. As ex-

pected, the simulator chose T4 as the thread to be collected when a GC was

triggered. During collection, remsets of regions in the collection set were

inspected to determine if there were objects escaping to other threads, which

would imply suspending those other threads as well. The worst-case scenario

is having objects escape to all the other threads, which would have the same

effect as a stop-the-world approach. As expected, the simulator found no

escaping objects during the collection. This supports the hypothesis that in

a thread-based GC, other threads can continue execution while the GC is

being performed on a minimal number of threads.

Table 4.15: Allocation distribution among threads for MyThreads bench-
mark.

Thread No. Number of Allocations

0 620
1 8,363
2 1
3 434
4 2,500,000
5 1,500,000
6 750,000
7 2,000,000
8 250,000
9 31
10 2
11 115
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Table 4.16: Suspended thread set GC for Table 4.15.

GC No. Triggering Thread Chosen Thread Related Threads

1 4 5 1
2 7 4 1
3 4 4 1

Whenever there are escaping objects, there are implied synchronization is-

sues. The experiment shown in Figure 4.13 is an analysis of how threads

from the MyThreads benchmark can theoretically continue their indepen-

dent executions in the absence of a GC and escaping objects. Threads four

to eight, as mentioned, are specifically written to allocate locally. The x-

axis corresponds to the line steps (lines read from a file) while the y-axis

corresponds to the thread number. A line represents a sequence of opera-

tions from a thread’s trace file. A continuous line means the operations can

proceed without waiting for objects from another thread (escaping objects).

By adding GC times on the steps of the threads chosen for GCs in Figure

4.13, the thread that was collected most frequently and with the highest

final step (as measured by the x-axis) can serve as a rough estimate of the

makespan. The advantage of thread-based GC becomes more apparent when

GCs occur more often on threads that have fewer steps to finish and less of-

ten on threads that take more steps to finish. This will have the effect of

balancing out the running times for each thread, thus minimizing makespan.

If the same number of collections occur (with the same GC times) using

the Balanced GC, all GC times will be added to the running times of all
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of the threads (since Balanced GC employs a stop-the-world approach) and

effectively, to the makespan as well. In other words, the makespan of Bal-

anced GC serves as an upper bound to the makespan of thread-based GC. In

addition, thread-based GC offers the flexibility of proactively choosing idle

threads for collection.

Figure 4.13: MyThreads is a Java program with five threads performing thou-
sands of allocations concurrently. The x-axis shows the number of operation-
steps while the y-axis shows the thread numbers.

In summary, restricting object allocation to regions owned by the allocating

thread resulted in increased occurrences of garbage collection in thread-based

GC as compared to Balanced GC. This in turn, resulted in fewer regions in-

cluded in the collection set, which resulted in lower values for thread-based

GC across the different experiments. In terms of GC effort, thread-based
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GC results were higher due to increased remset updates that had to be per-

formed on non-collection set regions (smaller collection sets mean more non-

collection set regions).

MyThreads experiments show there can be few escaping objects between

threads. This suggests that in terms of escaping objects, GC can be per-

formed on a thread without hindering other threads from continued execu-

tion.
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Chapter 5

Conclusion and Future Work

In automatic memory management, long system pause time is an undesirable

characteristic. A common culprit is the stop-the-world approach employed

by some garbage collection algorithms. The stop-the-world approach en-

tails suspending the execution of all threads thereby rendering the system

in a pause state. One obvious solution to this problem is to allow some of

the threads to continue execution while performing collection on a subset

of threads. However, there are certain cases that may prevent this scenario

from happening such as the presence of escaping objects.

In this study, we investigated the feasibility of a thread-based approach to

garbage collection. The goal is to mitigate the long system pause times

caused by the stop-the-world approach. We have identified and developed

some metrics to measure the performance of the thread-based garbage collec-

tion in comparison to the Balanced GC. This was implemented in a garbage
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collection simulator having trace files as input. Experimental results show

that a thread-based approach triggered more collections than the Balanced

GC but at a shorter time per GC. On the other hand, the overall simulation

time was faster in the Balanced GC. In terms of other factors such as the

number of objects copied, the total bytes copied, and object reference up-

dates, thread-based was generally lower, while in terms of remset updates the

Balanced GC was lower. In terms of regions freed and bytes freed, Balanced

GC was generally higher.

The experimental results between the two approaches are generally similar.

The proposed advantage of a thread-based approach over Balanced GC is

in the increased parallelism that can occur as a result of being able to col-

lect from a subset of threads instead of the entire set. The experiments on

MyThreads suggest that from the point of view of escaping objects and in

its absence, garbage collection can be performed on a small set of threads

without hindering the continued execution of other threads. On the other

hand, benchmarks with high relationships among the threads in terms of

escaping objects will need to suspend more threads during GCs thereby ren-

dering pause times similar to the stop-the-world fashion. In summary, the

results suggest that for applications with few escaping objects, thread-based

GC is more promising than Balanced GC.

As a variation of this study and as possible future work, further investigation

of the thread-based approach can be conducted in a multi-threaded environ-

ment. Currently, the garbage collection simulator is a single-threaded ap-
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plication that reads a single trace file sequentially. Simulating thread-based

garbage collection in a multi-threaded setting can bring more accurate re-

sults in terms of the timing of GC occurrences which can improve the results

in other metrics as well. The simulated concurrent execution of threads can

be extended to determine which threads are dependent on other threads in

terms of escaping objects, which can be a basis for thread-grouping. Since

trace files are usually very large, each thread group can have its own inde-

pendent trace file as input. Having a shared memory, some of the factors

that would be interesting to determine, including, the frequency of garbage

collection, the throughput, and the cumulative pause times for each thread

group.
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Appendix A

Benchmark Descriptions

The benchmark suites used were mainly from Dacapo 9.12 and SPECjvm2008.

A special purpose Java program was also created to test thread independence

in terms of escaping objects.

A.1 Dacapo 9.12

A.1.1 Aurora

Simulates a number of programs run on a grid of AVR microcontrollers.

A.1.2 Batik

Produces a number of Scalable Vector Graphics (SVG) images based on the

unit tests in Apache Batik.
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A.1.3 Fop

Takes an XSL-FO file, parses it and formats it, generating a PDF file.

A.1.4 Lusearch

Uses Lucene to do a text search of keywords over a corpus of data comprising

the works of Shakespeare and the King James Bible.

A.1.5 Luindex

Uses Lucene to indexes a set of documents; the works of Shakespeare and

the King James Bible

A.1.6 Pmd

Analyzes a set of Java classes for a range of source code problems.

A.1.7 Jython

Inteprets a the pybench Python benchmark.

A.1.8 Xalan

Transforms XML documents into HTML.
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A.2 SPECjvm2008

A.2.1 Compiler.compiler

This benchmark uses the OpenJDK (JDK 7 alpha) front end compiler to

compile a set of .java files. The code compiled is javac itself. This benchmark

uses its own FileManager to deal with memory rather than with disk and file

system operations. ’-proc:none’ option is used to make this benchmark 1.5

compatible.

A.2.2 Compiler.sunflow

This benchmark uses the OpenJDK (JDK 7 alpha) front end compiler to

compile a set of .java files. The code compiled is sunflow sub-benchmark

from SPECjvm2008. This benchmark uses its own FileManager to deal with

memory rather than with disk and file system operations. ’-proc:none’ option

is used to make this benchmark 1.5 compatible.

A.2.3 Serial

This benchmark serializes and deserializes primitives and objects, using data

from the JBoss benchmark. The benchmark has a producer-consumer sce-

nario where serialized objects are sent via sockets and deserialized by a con-

sumer on the same system. The benchmark heavily stress the Object.equals()

test.
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A.2.4 Sunflow

This benchmark tests graphics visualization using an open source, internally

multi-threaded global illumination rendering system. The sunflow library is

threaded internally, that is, it is possible to run several bundles of depen-

dent threads to render an image. The number of internal sunflow threads is

required to be 4 for a compliant run. It is however possible to configure in

property specjvm.benchmark.sunflow.threads.per.instance, but no more than

16, per sunflow design. Per default, the benchmark harness will use half the

number of benchmark threads, that is, will run as many sunflow benchmark

instances in parallel as half the number of hardware threads.

A.2.5 Xml.transform

This benchmark has two sub-benchmarks: XML.transform and XML.validation.

XML.transform exercises the JRE’s implementation of javax.xml.transform

(and associated APIs) by applying style sheets (.xsl files) to XML documents.

The style sheets and XML documents are several real life examples that vary

in size (3KB to 156KB) and in the style sheet features that are used most

heavily. One ”operation” of XML.transform consists of processing each style

sheet/document pair, accessing the XML document as a DOM source, a SAX

source, and a Stream source. In order that each style sheet/document pair

contribute about equally to the time taken for a single operation, some of

the input pairs are processed multiple times during one operation.
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Result verification for XML.transform is somewhat more complex than for

other of the benchmarks because different XML style sheet processors can

produce results that are slightly different from each other, but all still correct.

In brief, the process used is this. First, before the measurement interval be-

gins the workload is run once and the output is collected, canonicalized (per

the specification of canonical XML form) and compared with the expected

canonicalized output. Output from transforms that produce HTML is con-

verted to XML before canonicalization. Also, a checksum is generated from

this output. Inside the measurement interval the output from each operation

is only checked using the checksum.

XML.validation exercises the JRE’s implementation of javax.xml.validation

(and associated APIs) by validating XML instance documents against XML

schemata (.xsd files). The schemata and XML documents are several real life

examples that vary in size (1KB to 607KB) and in the XML schema features

that are used most heavily. One ”operation” of XML.validation consists of

processing each style sheet / document pair, accessing the XML document as

a DOM source and a SAX source. As in XML.transform, some of the input

pairs are processed multiple times during one operation so that each input

pair contributes about equally to the time taken for a single operation.
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A.3 MyThreads

A Java program that runs five threads from five different classes. Each thread

was tasked to allocate objects to a local variable a number of times to the

point of a garbage collection.
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Appendix B

Trace File Format

Trace files contain event logs from memory management operations that hap-

pened in an instrumented JVM run and are post-processed to the following

format to serve as input to the GarCoSim simulator.

The different memory management operations captured in the trace files are

as follows:

B.1 Allocation

Most objects allocated by Java applications are short-lived [16]. Given the

overhead of allocating an object from the general heap, also known as the

slow-path allocation, this becomes a bottle-neck in system performance. To

circumvent this, performance-oriented JVMs have provisions for assigning

regions of memory for exclusive use of a thread. Objects that are identified
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as being short-lived are allocated from these exclusive regions, also known

as fast-path allocation, thereby avoiding the need for expensive synchroniza-

tion operations. Within both the slow-path and fast-path allocations, we

distinguish between single and indexable (arrays) objects. With fast-path

indexable objects, we distinguish between contiguous and discontiguous ar-

rays. All in all, we identify five types of allocation. An extra field is added

to the j9object to contain the object ID. The integer value assigned to the

object id is taken from a global variable that is also added to keep track of

the current number of objects allocated.

For every allocation, the information we trace includes the names of threads

handling the object allocation, the object id, the size of the object, the

number of object reference slots, the class name of the object, the total

instance size of the class, and the number of static fields of the class. Format

is as follows:

a Ti Oj Sk Nl Cm (B.1)

a indicates the allocation operation, Ti is the thread performing the opera-

tion, Oj is the object being allocated, Sk is the size of the object, Nl is the

number of reference slots that the object will contain, and Cm is the class ID

of the object.
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B.2 Reference Operation

A reference operation is a way of referencing objects from another object.

Objects usually contain reference slots the number of which is indicated dur-

ing allocation. The format for this operation is as follows:

w Ti Pj #n Ok Fm Sn Vo (B.2)

w indicates the reference operation, Ti is the thread performing the operation,

Pj is the parent object whose slot #n is being assigned to point to object Ok,

Fm is the offset of the first slot, Sn is the size of the slot, and Vo indicates

whether it’s volatile or not.

B.3 Class Operation

A class operation is similar to a reference operation except for the parent

object being replaced by a class ID. This implies the slot being assigned is

static field of the class. The format for this operation is as follows:

c Ti Cj Ok Sn (B.3)

c indicates the class operation, Ti is the thread performing the operation, Cj

is the class whose slot Sn is being assigned to point to object Ok.
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B.4 Store Access

Four different store accesses are as follows:

1. store primitives into an object: This operation is performed when

a variable of an object field is assigned with data of a primitive type.

The recorded data are thread name, object id, field size, field offset,

and field type (volatile/non-volatile).

2. store references into an object: This operation happens when an

object references another object. Relevant information needed for this

operation includes the object IDs of both the parent object and the

child object, and the reference slot number. The JVM has implemented

a write barrier whenever fields are going to be stored into. Hooks

were added in these barriers to output relevant information such as the

thread, the parent and the child object, and the object reference slot

where the child object will be pointed from. The format for these store

operations are as follows:

s Ti Pj Ix Sn Vo (B.4)

s Ti Pj Fm Sn Vo (B.5)

s indicates a store operation, Ti indicates the thread performing the

operation, Pj indicates the object to be written into, Ix is the slot

69



number, or Fm if it’s slot offset, Sn is the slot size, and Vo indicates

whether the fiels is volatile or not.

3. store primitives into a class: This operation is performed when a

static variable of a class field is assigned with data of a primitive type.

The recorded data are thread name, class name, field size, field offset,

field type (volatile/non-volatile).

4. store references into a class: This operation similar to object-to-

object referencing except that the object reference slot is a static field.

The recorded information is thread name, class name, field offset/index,

object id, field size, field type (volatile/non-volatile). The format for

these store operations are as follows:

s Ti Cj Ix Sn Vo (B.6)

s Ti Cj Fm Sn Vo (B.7)

s indicates a store operation, Ti indicates the thread performing the opera-

tion, Cj is the class to be written into, Ix is the slot number, or Fm if it’s a

slot offset, Sn is the slot size, and Vo indicates whether the fiels is volatile or

not.
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B.5 Read Access

We also instrument an object whenever it (or one of its field) is accessed. In-

formation from this operation can be used for analyzing the effects of caching.

Formats are as follows:

r Ti Oj Ix Sn Vo (B.8)

r Ti Cj Ix Sn Vo (B.9)

r indicates a read operation, Ti is the thread performing the operation, an

Oj indicates an object, a Cj indicates the class,whose slot Ix is to be read,

Sn is the size of the slot, and Vo indicates whether it is volatile or not.

B.6 Rootset Dump

Rootset dumps are a way of inspecting a thread’s rootset. Since this should

be done in a stop-the-world fashion, an asynchronous-handler is signaled

whenever allocation is done. The timing of the actual dump depends entirely

on the JVM. Rootset additions and rootset deletions are inferred between two

rootset dumps in the next phase. Formats are as follows:

+ Ti Oj (B.10)

− Ti Oj (B.11)
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+/− indicates the rootset operation, a “+” for an addition, and “-” for dele-

tion, Ti indicates the thread whose rootset the operation will be performed,

and Oj is the target object to be unreferenced.
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Appendix C

Source Code

public class MyThreads {

public static void main(String[] args){

AllocThread1 t1 = new AllocThread1(2500000);

AllocThread2 t2 = new AllocThread2(1500000);

AllocThread3 t3 = new AllocThread3(750000);

AllocThread4 t4 = new AllocThread4(2000000);

AllocThread5 t5 = new AllocThread5(250000);

t1.start();

t2.start();

t3.start();

t4.start();

t5.start();

try {
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while (t1.isAlive() && t2.isAlive() && t3.isAlive()

&& t4.isAlive() && t5.isAlive()) {

Thread.sleep(1500);

}

}

catch(InterruptedException e) {

System.out.println("Main thread interrupted");

}

}

}

public class AllocThread# extends Thread {

int allocSize; //how much to allocate

int i;

Object x;

AllocThread1(int size) {

allocSize = size;

}

public void run() {

for (i = 0; i < allocSize; i++)

x = new double[1];

}

}
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