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ABSTRACT 

The traditional operation paradigm in power systems is to dispatch controllable generators 

to follow a variable electricity demand. In such a way, the objective of real-time 

generation/load balance is achieved. The power system infrastructure is designed to meet 

the highest level of demand; consequently, it is underutilized during off-peak periods. 

Hence, peak shaving helps to reduce capital investment, operating, and maintenance costs. 

With the increasing penetration of renewable energy resources (RERs), the requirement for 

traditional generators to provide electricity is decreasing, then on-line generators’ reserves 

are decreasing. Hence, RERs require additional reserves to defend the fluctuating 

generation. Therefore, additional ancillary service resources are required, such as 

frequency control services.  

 

Conceptually, to control some loads to follow power production is possible, which was 

proposed in the 1980s, to help to provide peak shaving and ancillary services. The 

advantages of a domestic electric water heater (DEWH) make it a primary candidate for 

direct load control (DLC). The operation of a conventional DEWH is dependent on its 

internal thermostat, which reacts to water temperature directly and is uncontrollable. An 

external relay can be installed to exercise control on conventional DEWHs, but the internal 

end-user comfort may not be guaranteed under the relay control without temperature 

measurements. 
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In the thesis, an individual DEWH state estimation method is introduced to provide a 

reference for selecting control actions. Based on hot-water consumption patterns and 

characteristics of hot-water consumption activities, the worst cases are considered to 

maintain the end-user comfort without temperature measurements.  

 

A customer satisfaction prediction index (CSPI) is proposed to gauge the comfort level of 

DEWH users, without temperature measurements, and is generated by a time-varying 

weight matrix. Subsequent hot-water consumption is considered in the CSPI. A peak 

shaving algorithm based on the CSPI is proposed in the thesis.  

 

As DEWHs are resistance heating devices, they can be used to provide frequency control 

services for utilities. DEWHs can be aggregated as a virtual frequency control provider 

(VFCP) to provide frequency control under normal and contingency conditions, and the 

available capacity is estimated and sent to the system operator (SO) for its controls. Two 

control algorithms are proposed to provide frequency control services by the VFCP. 

 

The results of this thesis show that: (1) The end-user comfort can be maintained without 

temperature measurements with the proposed individual DEWH state estimation method. 

(2) The proposed peak shaving method reduces morning peak by 24.0%, and evening peak 

by 31.3%. (3) The VFCP can be an effective resource to provide frequency control in power 

systems under different situations.  
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1 Introduction 

 

1.1 Background  

A fundamental responsibility of a power system operator (SO) is to balance generation and 

load in real-time [1]. Global electricity demand has experienced significant growth for 

decades, e.g., an increase of 4% (900TWh) in the year 2018 and 3.9% in 2019 [2]. 

Traditionally, the power system infrastructure is designed to meet the highest level of load 

[3]. More generators, transmission lines, and transformers are required to match the 

electricity demand growth and maintain the generation/load balance. 

 

1.1.1 Peak Shaving 

The power system is underutilized during off-peak periods due to high peak-valley gap. 

The peak-valley gap of the power demand is as high as 40% to 50% in some cities of 

industrialized countries [4], and keeps growing [5]. To make full use of the system 

infrastructures, the peak-valley gap should be reduced. Peak shaving is a way to reduce 

such gap by reducing the demand during peak periods [6], as shown in Figure 1.1. Such 

reduction will lower the requirement of the installed capacity, leading to reduced costs for 

infrastructure and maintenance. 

 

Implementing peak shaving will benefit not only power enterprises but also customers. The 

time-of-use (TOU) electricity price reflects the cost of producing electricity based on intra-

day consumption demand [7], [8]. The TOU price is the highest during peak periods and 
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the lowest during valley periods (as shown in Figure 1.1). For example, the electricity price 

during valley periods ($ 0.065 per kWh) is about half of that during peak periods ($0.134 

per kWh) in Ontario, Canada. Peak shaving can be used to reduce load demand during high 

price periods, thus resulting in economic benefits for industrial, commercial, and 

residential customers. Therefore, peak shaving methods are favorable for both power 

system enterprises and customers. 

 

1.1.2 Frequency Control 

Over the past decades, the share of renewable energy resources (RERs), such as wind and 

solar power [9]–[12], is rapidly increasing in electricity markets. The installed capacity of 

global RERs has been increased by more than 5% in 2017, three times higher than the 

increment of the total energy consumption. The newly installed renewable capacity will 

 

 Figure 1.1 Peak shaving and valley filling 



 

3 

 

grow by nearly 4% globally in 2020, reaching almost 200 GW of accumulative installed 

capacity, and the RERs are expected to reach more than 15% of total energy consumption 

in 2025 [13]. The increasing use of RERs has three merits: a) generating electricity that 

produces no greenhouse gas emissions from fossil fuels; b) utilizing sustainable energy that 

never runs out; and c) requiring less maintenance than traditional generators. These merits 

make RER a wise choice for power systems. 

 

However, the greatest disadvantage of RER is that the energy supply is less stable than that 

of conventional generators [14]. Because RERs rely upon the weather conditions, i.e., wind 

turbines need wind to turn the blades. These weather conditions are highly variable leading 

to volatile RER generation. Hence, many researchers work on wind and photovoltaics (PV) 

generation forecast [15]–[18]. The fluctuating RER generation poses challenges to power 

system balancing.  

 

Grid frequency reflects the instantaneous generation/load balance in the power system. The 

frequency is required to remain close to its nominal value (such as 50 Hz in China and 60 

Hz in North America). When the generation exactly meets the demand, the frequency is at 

its nominal value. When the generation becomes lower than the demand, the frequency 

decreases from its nominal value. When the generation becomes higher than the demand, 

the frequency increases from its nominal value. The frequency control services are 

provided by generators or flexible loads in traditional power systems [19]–[22].  

 

The power system frequency can be controlled in three steps: primary, secondary, and 
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tertiary frequency control: 

• Primary frequency control (PFC) is designed to stabilize the frequency when 

unbalance conditions occur between generations and loads. PFC is the first active 

response of resources to arrest the grid frequency deviations. The grid frequency is 

maintained within permissible limits, but a steady-state deviation from the nominal 

frequency remains. The response time of the PFC is typically less than 30 seconds 

[23]. 

 

• Secondary frequency control (SFC) is used to restore the grid frequency to its 

nominal value after the PFC. The active power is modified by a centralized 

controller. The SFC is typically completed within 15 minutes [23].  

 

• Tertiary frequency control (TFC) is introduced to the system if the grid 

frequency still cannot be restored after the SFC [22], [24]. The TFC is the automatic 

or manual change in the working points of the participating generating units.  

 

The relationship among the three frequency control methods is shown in Figure 1.2. 

 

The number and magnitude of grid frequency deviations are increased due to the increasing 

penetrations of volatile RERs. More frequency control reserves are therefore required [25]. 

However, the percentage of conventional generators in power systems is reduced by the 

increasing RERs, then the frequency control reserve capacity is decreased. Therefore, 

additional resources are required to provide frequency control services. 
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1.1.3 Direct Load Control for Peak Shaving & Frequency Control 

Thermostatic loads can be used as flexible energy resources. The loads include heating, 

ventilation, and air conditioning (HVAC) units, domestic electric water heaters (DEWHs), 

and refrigerators [26]–[31]. They can be directly controlled without affecting the end-user 

comfort due to their thermal inertia. Such direct load control (DLC) can change daily load 

profiles for peak shaving, and regulate real-time electric power for frequency control [28]–

[31]. 

 

Electricity consumption by DEWHs has taken up a high percentage of total consumption 

in the local power system, e.g. 18% in the U.S. [32] and 19% in Canada [33]. The 

residential electricity consumption is highly dependent on the consumption of DEWHs 

[34], [35], and the peak periods in the power system demand are approximately the same 

with the peak periods of DEWH consumption [32]. Furthermore, the high thermal inertia 

of hot-water tanks offers a huge potential of modifying their duty cycles without affecting 

the end-user comfort [36]. Hence, DEWH is a good candidate for DLC. 

 

 
Figure 1.2 Response time of different frequency control services 
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The pilot program of the U.S. Department of Energy had controlled water heaters with 

temperature sensors to provide load shift and curtailment services, which had shown the 

potential of water heater control in power systems [37]. Two pilot studies were completed 

in 2015, which controlled water heaters based on temperature information and showed 

positive results in providing ancillary services [38]. CanmetENERGY had a program on 

Energy Research and Development, which demonstrated the demand response potential of 

water heaters based on temperature measurements [39]. Washington State University 

Energy program also controlled water heaters with temperature measurements to provide 

services [40]. The potential of water heaters was verified through these programs. 

 

DEWHs are typically controlled by a hysteresis controller using an internal thermostat 

based on a preset temperature setpoint and a dead band (including both lower and upper 

temperature limits). When the temperature falls below the lower limit, the DEWH turns on 

and keeps heating until the temperature reaches its upper limit. Then, the DEWH turns off 

and a new cycle begins. The hysteresis controller guarantees the end-user comfort. Smart 

water heaters have controllable setpoints and can be controlled on/off at any time [41]–

[43]. However, smart water heaters are rarely deployed in practice due to high costs. Thus, 

only conventional DEWHs are considered in the thesis. The setpoints and dead bands of 

conventional DEWHs are uncontrollable; therefore, an external relay is installed to 

exercise controls. 

 

Figure 1.3 shows the diagram of a one-element conventional DEWH with an external relay, 
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the external relay is connected in series with the DEWH. The setpoint is normally set 

manually and is rarely changed in practice. When the relay is on, the on/off state of DEWH 

is consistent with that of its local thermostat. When the relay is off, the DEWH is off. Hence, 

when the local thermostat is on, the control on a DEWH can reduce the electricity demand 

by turning off the external relay. When the local thermostat is off, the external relay cannot 

change the electricity demand [44]–[46]. Such on/off state logics of the DEWH and the 

external relay are summarized in Table 1.1. 

 

 

 
Figure 1.3 Diagram of a DEWH with an external relay 
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When the external relay is on, the hysteresis controller works as usual to maintain the end-

user comfort. However, when the relay is off, the DEWH can no longer heat water and the 

end-user comfort guaranteed by the hysteresis controller is lost. Hence, maintaining the 

end-user comfort with the external relay is the main challenge when controlling 

conventional DEWHs. In [28], [29], [32], [47], [48], real-time temperature measurements 

are used to control DEWHs. However, temperature measurements require to add 

temperature sensors on each DEWH, which increase the costs for equipment and the 

requirement for communication infrastructures. Hence, DEWH temperature measurements 

are impractical for cost reasons. To maintain the end-user comfort without temperature 

measurements is one of the main objectives of the thesis. 

 

1.2 Literature Review 

1.2.1 State Estimation of Individual DEWH 

External relays as that shown in Figure 1.3 may lead to the loss of end-user comfort which 

is originally guaranteed by DEWHs’ local thermostats; and it is also costly to implement 

temperature measurements. Hence, DEWH states should be estimated and provide a 

reference during control to maintain the end-user comfort.  

 

 

DEWH States 
Relay States 

ON OFF 

Thermostat States 
ON ON OFF 

OFF OFF OFF 

 

Table 1.1 States of DEWH 



 

9 

 

Some existing DEWH control algorithms were based on temperature measurements or 

controllable setpoints [28], [29], [32], [47], [48]. Real-time temperature measurements 

were used to estimate human behaviors. Therefore, DEWHs could be pre-heated before 

large hot-water consumption activities occurred. 

 

 In [28],  the hot-water consumption was estimated and forecasted based on given water 

usage patterns and the measured temperature information. Subsequently, the control 

decisions were generated by a reinforcement learning method to minimize economic costs. 

Up to 50 temperature sensors were implemented and certain water usage was assumed. 

 

Net-zero energy buildings in the Netherlands were demonstrated in [49]. Smart meter data 

for domestic hot-water consumption were collected for these buildings. Then online 

optimization models were built to represent occupant behaviors based on this information. 

Finally, the data-driven optimal heating schedules were generated automatically. 

 

Roma Spur et al. [50], [51] extracted hot-water consumption profiles based on temperature 

measurements or flow rates and durations of hot-water consumption. Then occupant 

behaviors were calculated. Sufficient time to reheat the water before the next demand 

occurrence was reserved to maintain the end-user comfort. 

 

All in all, the consideration of subsequent hot-water consumption helps to generate more 

effective control actions on DEWHs, but temperature measurements during control are 

impractical. Hence, an individual DEWH state estimation is required, not only to estimate 
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the DEWH state to maintain the end-user comfort without temperature measurements, but 

also to take into account the effects of hot-water consumption.   

 

1.2.2 Direct Load Control Algorithms for Peak Shaving 

There were different control strategies for controlling DEWHs for peak shaving. Nehrir et 

al assigned the water heaters in an area into several blocks and controlled each by different 

fuzzy controllers [52]. The utility distribution profiles were leveled via shifting the DEWH 

peak demand to off-peak periods. These fuzzy logic controllers needed the temperature 

information, utility power demand, and customers’ preferences, which were designated by 

the maximum and minimum temperatures for DEWHs. 

 

In [53], a hardware design of smart home energy management system was proposed with 

the applications of communication and sensing technologies. Then a machine learning 

algorithm was used to control water heaters and other devices to reduce total electricity 

costs. Human activities, water heater temperature, customer preferences, and other 

information were required.  

 

Khalid et al introduced Q-learning and action-dependent heuristic dynamic programming 

that reduced the peak demand and the economic cost [32]. A state-space model was 

defined. The states were the temperature of hot-water, instantaneous hot-water 

consumption flow rate, and estimated grid load. Three membership functions were used to 

convert the three states to linguistic representations that were compatible with the Q-
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learning based approach.  

 

Ruelens et al developed an agent with 50 temperature sensors and a backup controller that 

overrules the control actions to maintain the end-user comfort, with a reinforcement 

learning method to reduce costs [28]. Auto-encoders were applied to explore a small-

dimensional representation that reduced the number of temperature sensors used. They also 

used a model-free Monte-Carlo method that uses a metric based state-action value function 

or Q-function in [29]. 

 

All above-mentioned peak shaving methods were based on the control of conventional 

DEWHs. These methods needed temperature measurements. Some other researchers had 

developed the methods for smart DEWHs. The end-user comfort was maintained by an 

internal hysteresis controller, so these methods would not require temperature 

measurements. Diao et al adjusted temperature settings to reduce DEWH demand and peak 

demand in power systems [41]. The setpoints were set at low values during peak periods 

to reduce the peak demand, and the local hysteresis controllers were automatically applied 

to maintain the end-user comfort. 

 

Ning Lu et al discussed setpoint control strategies for DEWHs in a competitive electricity 

market [54]. The power consumption was shifted from high price periods to low price 

periods by varying the setpoints. The daily day-ahead market price curve was used to find 

the economically optimized control strategies with all physical constraints satisfied. 
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Kondoh et al [55] modified circuit of a conventional water heater with an additional lower 

thermostat, then the water heater was controlled without temperature measurements. 

However, it was impractical to modify water heaters to make their thermostats controllable. 

Others [56] assumed the local controller had highest priority, then the devices could 

respond to control commands if they temperatures were in the deadband; it was impossible 

for conventional devices. 

 

Overall, the existing methods were mostly based on temperature measurements or direct 

adjustments of DEWHs’ temperature setpoints. The end-user comfort was maintained by 

the temperature information or the local hysteresis controller. However, all of them are not 

suitable for the conventional DEWHs without temperature measurements and without 

modifications on the internal circuits. Therefore, a new algorithm is proposed for peak 

shaving in the thesis. 

 

1.2.3 Direct Load Control Algorithms for Frequency Control 

Compared with using traditional generators, using loads to provide ancillary services may 

offer higher efficiency and lower costs [57]. The DLC must deliver a reliable resource to 

the power system while simultaneously maintaining a level of service commensurate with 

customer expectations. This characteristic distinguishes it from conventional generation-

based control approaches [57]. Frequency control is one of the most important ancillary 

services. Hence, many researchers are working on developing frequency control methods 

with controllable loads. 
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In [41], Diao et al employed a centralized and two decentralized controllers to provide 

frequency support following generators’ trips. The centralized controller assumed no 

communication delay and the control signals could be a sinusoidal wave or step change to 

adjust setpoints of DEWHs. The two types of decentralized controllers were: a) 

temperature setting droop and randomized threshold; b) reconnection delay. All the 

controllers controlled setpoints to respond to frequency variations. 

 

Zeyad et al introduced a hierarchal control for a group of DEWHs to provide different 

dynamic frequency services. Two decision layers were used: the aggregator layer and the 

device control layer [58]. The aggregator layer received states of devices from the device 

control layer. The device control layer used the temperature information to respond from 

DEWHs with higher to lower temperatures when a frequency drop occurred. 

 

Khalid et al in [59] used DEWHs for frequency control in a small residential type PV-

diesel hybrid mini-grid through the varying setpoints and a droop factor to adjust the power 

demand of DEWHs to respond to the grid frequency deviations.  

 

Ali et al presented a cost-effective modification of the operation of the lowest heating 

element of a DEWH to allow the DEWH to participate in frequency control regulation  

[60]. Two proportional loops regulating the temperature and grid frequency were operated 

in parallel with a modified lowest heating element, or a proportional loop regulating the 

rate-of-change of the grid frequency. When the grid frequency was high, the element was 
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turned on to increase the power demand to restore the generation/load balance. When the 

grid frequency was low, the element was turned off to decrease the power demand to restore 

the generation/load balance. The element would remain off until the frequency regulating 

loop reached equilibrium with the temperature regulating loop. 

 

Tasisuke et al in [61] employed electric vehicles (EV) and water heaters to reduce the 

required capacity of the battery energy storage system (BESS). The power of water heaters 

was decreased into the range of 90% ± 10% of the rated power to respond to control signals, 

and this was achieved by controlling the voltage. These water heaters were divided into 

several groups and controlled in each group in different periods. 

 

Vrettos [22] introduced DEWHs to provide the SFC, with the measured temperature 

information to quantify the energy stored in DEWHs. Then a direct temperature feedback 

control (DTFC) method was proposed to respond to frequency variations for the SFC. An 

indirect temperature feedback control (ITFC) method did not directly require temperature 

information. However, the ITFC still required temperature measurements to detect the 

event when the temperature reaches the upper or lower temperature limit. Hence, the 

temperature measurements were required. An aggregated power feedback control method 

was proposed without temperature measurements, which did not require feedbacks from 

individual water heaters. However, the water heaters were bidirectionally controlled for 

DTFC, ITFC and the aggregated power feedback control method. In other words, the 

thermostat was controllable. These methods were not appropriate for conventional 

DEWHs. A stochastic blocking control method was also proposed with a broadcast control 
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parameter, in which the water heaters were blocked or released by comparing the broadcast 

control parameter and a generated uniformly distributed random number. It did not require 

temperature measurements or other information from individual water heaters. However, 

the end-user comfort was not considered, and may be affected during control. 

 

In [62], a control algorithm was proposed based on the estimation of reserve capacity. The 

proposed algorithm did not require temperature measurements. A preset time constraint 

was applied to guarantee customers’ comfort during control and to calculate the ramp-

up/ramp-down reserves. However, how to build the preset time constraint was not 

presented.  

 

All in all, the previous methods were mostly based on the temperature measurement or 

direct control of DEWH’s internal thermostats. However, all of them are not suitable for 

the conventional DEWHs without temperature measurements and without modifications 

on the internal circuits. Therefore, new algorithms are needed for frequency control. 

 

1.3 Objectives 

The limitations of the previous DEWH controls motivate us to design control algorithms 

for peak shaving and frequency control with conventional DEWHs without temperature 

measurements, and meanwhile the end-user comfort should be maintained.  Specifically, 

the research objectives of this thesis research are divided into the following sub-objectives: 
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(1) Propose a new state estimation method for an individual DEWH to evaluate the 

available capacity and reference the information for control, which can handle 

uncertainty and randomness of human behaviors on conventional DEWHs. Thus 

the end-user comfort can be maintained without temperature measurements. 

 

(2) Develop a control algorithm for peak shaving based on the information obtained 

from the proposed state estimation method for individual DEWHs. 

 

(3) Design two control algorithms to provide frequency control services for utilities 

under normal and contingency conditions. 

 

A block diagram in the context of DEWH control in the power system is shown in Figure 

1.4, where DEWHs are aggregated as a distributed resource in the power system. Virtual 

power plant (VPP) presented in Figure 1.4 works as a centralized controller for the 

 

 
Figure 1.4 Block diagram of DEWH controls providing services in a power system 
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distributed DEWHs. The state estimation block in the VPP corresponds to the proposed 

individual DEWH state estimation method to estimate DEWH states and provide the 

available capacity information to the SO. The peak shaving or frequency control services 

are provided by the control actions generated from control algorithms.  

 

1.4 Methodologies and Contributions 

1.4.1 State Estimation of Individual DEWH 

1.4.1.1 Methodology 

In practice, most people have behavioral habits which result in corresponding hot-water 

consumption patterns [63]–[66]. These hot-water consumption patterns can be used for the 

individual DEWH state estimation, which can be used to estimate the hot-water 

consumption.   

 

As Table 1.1 shows, the on/off state of a DEWH is dependent on the relay state and the 

on/off state of the DEWH’s thermostat. The control signal determines the on/off state of 

the relay and can be directly obtained from the controller. Hence the relay does not need a 

measurement. The DEWH state can be identified through the household power 

measurement by using smart meters data and load disaggregation methods [34], [67]; 

assuming completely accurate in the thesis. The thermostat state is unknown but can be 

deduced by the DEWH state and the relay state: 
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(1) When the relay remains on, the DEWH is directly turned on and off by its internal 

thermostat, i.e., the thermostat state is the same with the DEWH state which is 

known.  

(2) When the relay remains off, the DEWH keeps off regardless of the thermostat state. 

The thermostat state is assumed to keep its previous state: 

a. If the previous state of thermostat is off, the DEWH cannot be controlled to 

change the load demand. Hence, the DEWH is not a candidate for controls. 

b. If the previous state of thermostat is on, the DEWH can be controlled to 

change the load demand. The thermostat state is on. 

 

When the relay is on and the thermostat turns from on to off, the DEWH stops heating, 

meaning that the DEWH temperature has reached its upper limit. When the relay is on and 

the thermostat turns from off to on, the DEWH begins heating, meaning that the DEWH 

temperature has reached its lower limit. These two rules can be used to adjust the estimation 

results, which helps to maintain the end-user comfort. 

 

The internal temperature of a DEWH is dependent on its rated power, on/off state, tank 

volume, standby heat loss, inlet cold-water temperature, and hot-water consumption. The 

information except the hot-water consumption is knowable. The unknown hot-water 

consumption has huge impact on the DEWH state. 

 

Hot-water consumption activities, such as tap, bath and shower, have different volumes of 

hot-water usage, flow rates, and durations [63], [64], [68], [69]. These differences can be 



 

19 

 

used to identify hot-water consumption activities based on template patterns. Then the 

identified activities can be used to estimate DEWH states. 

 

The diagram of the proposed state estimation method is shown in Figure 1.5. 

 

To maintain the end-user comfort without temperature measurements, the worst cases 

(which causes the internal temperature to be the lowest) should be considered as described 

in the following: 

 

(1) The activity with large hot-water consumption volume is identified from the hot-

water consumption patterns by a fuzzy logic function. Based on hourly hot-water 

consumption patterns, the available activities are identified by mapping their 

characteristics with the patterns. Since drawing out a large volume of hot-water in 

a short duration will cause a large temperature drop, the maximum possible 

temperature drop will be assumed by taking the available large volume hot-water 

consumption activity into account. 

 

(2) The consumed thermal energy associated with each type of hot-water consumption 

activity is assumed to be constant. When an activity occurs, the different thermal 

energy stored in the DEWH will lead to different minimum temperatures; less 

thermal energy leading to a lower minimum temperature. The identified activity is 

assumed to occur instantaneously when the thermostat turns on. When the 

thermostat remains on, the identified activity is assumed to occur at the earliest 
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available occurrence time. 

 

(3) For the same hot-water consumption activity, the minimum temperature may be 

lower with a fast flow rate.  The same hot-water consumption leads to a lower 

temperature with a faster flow rate. Hence, the activity duration should be assumed 

to be small. 

 

 Figure 1.5 Block diagram of the proposed state estimation method 
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With the above three worst case assumptions, hot-water consumption activities and their 

occurrence times can be estimated. Then the temperature of the DEWH can be estimated, 

which will be the reference to maintain the end-user comfort during control. The available 

on duration (the heating duration until the temperature reaches its upper limit) and off 

duration (the off-heating duration until the temperature drops too low) can be calculated. 

The on and off durations decide the available capacity for controls. The capacity should be 

provided to the SO.  

 

1.4.1.2 Contributions 

The research into the proposed state estimation method for individual DEWHs has led to 

the following contributions: 

 

(1) Estimate the state of individual conventional DEWHs without temperature 

measurements. The estimated information includes the temperature and available 

on/off durations for controls. 

 

(2) Maintain the end-user comfort for the control of conventional DEWHs. While the 

end-user comfort guarantee from the hysteresis controller in the conventional 

DEWH is lost when the relay keeps off, the estimated information based on the 

developed method is used to provide a reference to maintain the end-user comfort 

without temperature measurements.   



 

22 

 

 

1.4.2 Peak Shaving Algorithm 

1.4.2.1 Methodology  

With the external relay, the available control actions and the effects on DEWH’s states are 

shown in Figure 1.6. The DEWH keeps off when the thermostat is off, they are 

uncontrollable. The control actions are useful to DEWHs which thermostats are on. 

 

The demand can be controlled with the following four control actions:  (1) when the relay 

control signal is switched from on to off (S1), the DEWH will be turned off and its demand 

will be decreased by P (the rated power of the DEWH); (2) when the relay control signal 

is switched from off to on (S2), the DEWH will be turned on and its demand will be 

increased by P; (3) when the relay control signal remains on (S3), the DEWH will stay on 

and its demand will remain P; (4) when the relay control signal remains off (S4), the 

DEWH will stay off and its demand will remain zero. 

 

When the DEWH thermostats are on and the end-user comfort is satisfied, the DEWHs can 

 

 

Figure 1.6 Available control actions on the relay, DEWH states, and demand response 
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be turned off by S1 and kept off by action S4 for certain durations, to reduce demand. When 

the end-user comfort is not satisfied, the DEWHs must be powered by action S2 to start 

heating water, then kept heating up by action S3. 

 

With the estimated information from the proposed state estimation method for an 

individual DEWH, the temperature can be estimated. To maintain the end-user comfort 

during control, a minimum temperature is selected when the DEWH must be turned on. 

This minimum temperature is called the tolerance temperature in this thesis [70]. If the 

estimated temperature is higher than the tolerance temperature, the end-user comfort is 

regarded as maintained. A lower tolerance temperature can provide a larger control 

capacity, but would result in more negative impacts on the end-user comfort. The 

temperature for the end-user comfort should be no less than 40 °C [71], pointing to the 

minimum value of the tolerance temperature. 

 

As in the previous descriptions, the subsequent hot-water consumption is very important 

for the control and end-user comfort. Hence, the subsequent hot-water consumption in 

combination with the estimated temperature, is considered to generate appropriate control 

actions on DEWHs. A weight matrix is introduced to express the temperature drop caused 

by the subsequent hot-water consumption and standby heat loss. A customer satisfaction 

prediction index (CSPI) is proposed to express the priority of control with the weight 

matrix.  

 

The required thermal energy by hot-water consumption activities should remain unchanged 
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because human behaviors are not affected by controls. Therefore, more DEWHs reaching 

their upper temperature limits at the beginning of peak periods will help to achieve the 

objective of peak shaving. 

 

The peak shaving algorithm is to generate appropriate control signals based on DEWH 

CSPIs and relay states. The end-user comfort will be maintained by turning on the relays 

of those DEWHs whose CSPIs are low. 

 

The proposed control algorithm has the similar ability on peak shaving with that of a 

benchmark algorithm, DTFC [22]. Meanwhile, the proposed algorithm does not require 

temperature measurements which are a must-have for the DTFC, and has a better 

performance in maintaining the end-user comfort. 

 

1.4.2.2 Contributions 

The contributions of the proposed peak shaving algorithm in the thesis are: 

 

(1) The subsequent hot-water consumption is modeled as a weight matrix by which 

thermal energy can be prepared against large hot-water consumption activities. The 

prepared energy can help avoid significant DEWH temperature drop and thus 

maintain the end-user comfort. 

 

(2) The proposed algorithm enables a successful management on uncontrollable 
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DEWH thermostats, leading to the increase of the peak shaving capacity. 

 

(3) An error reduction method is proposed to reduce the estimated errors without 

temperature measurements.   

 

1.4.3 Frequency Control Algorithm 

1.4.3.1 Methodology  

In power systems, a power mismatch can be caused by the variations of generations or load 

demands, which leads to a grid frequency deviation. Frequency control services are 

activated to reduce and eventually eliminate the frequency deviation. For conventional 

generation-based control approaches, the power mismatch and frequency deviation are 

eliminated by the increase/decrease of the generation. The power mismatch and frequency 

deviation can also be recovered by the decreased/increase of the load demand, which is the 

load-based control approach.  

 

DEWHs can be aggregated as a frequency control service resource in power systems, 

which is called a virtual frequency control provider (VFCP) in this thesis. Due to the delays 

of more than seconds in communications and controls of DEWHs, the VFCP is used to 

provide SFC in this thesis.   

 

The VFCP consists of a number of DEWHs, a centralized controller, and a capacity 

calculator. The centralized controller controls DEWH demands to respond to the frequency 
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control requirements from the SO. The capacity calculator is used to calculate the available 

ramp-up and ramp-down capacities of the VFCP. The capacities will be sent to the SO. 

 

To respond to the frequency control requirement, the demand of the VFCP should be 

increased/decreased. Only these DEWHs of which thermostats are on can be controlled to 

increase/decrease their demands. An available energy level (AEL) in a DEWH is 

introduced to show the stored energy in the controllable DEWH for frequency control and 

maintain the end-user comfort. The AEL is dependent on the DEWH temperature, as shown 

in Table 1.2. If the DEWH temperature is equal to its lower limit, the AEL is defined as 

zero. If the DEWH temperature is higher than the lower limit, the AEL is positive. If the 

DEWH temperature is lower than the lower limit, the AEL is negative.  

  

Then these controllable DEWHs can be classified into four groups based on their AELs 

and relay states, as shown in Table 1.3. Group 1 includes DEWHs of which relays are on 

and AELs are positive. Group 2 includes DEWHs of which relays are on and AELs are not 

positive. Group 3 includes DEWHs of which relays are off and AELs are higher than a 

threshold. Group 4 includes DEWHs of which relays are off and AELs are not higher than 

 

DEWH Temperature AEL 

> 𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 > 0 

= 𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 0 

< 𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 < 0 

 

Table 1.2 Classification of AEL 



 

27 

 

the threshold. A threshold is employed to maintain the end-user comfort, which relates to 

the tolerance temperature in Section 1.4.2. 

 

The DEWHs in Group 4 must be turned on to maintain the end-user comfort. Then, the 

frequency control requirement should be adjusted due to the increased demand of DEWHs 

in Group 4. The adjusted requirement is the frequency control requirement minus the 

demand of DEWHs in Group 4. If the adjusted requirement is negative, the VFCP is 

required to reduce its demand through turning off DEWHs in Group 1. If the adjusted 

requirement is positive, the VFCP is required to increase its demand through turning on 

DEWHs in Group 3.  

 

A novel algorithm is proposed for frequency control based on the above descriptions. In 

addition, an improved algorithm is also proposed to increase the frequency control reserve 

of the VFCP. An IEEE 34-node test model is employed to test the frequency control 

performances of the VFCP with both control algorithms. The end-user comfort is 

maintained with both algorithms in the case studies. The maximum temperature drop is 

reduced by the improved algorithm.  

 

 

Group Group 1 Group 2 Group 3 Group 4 

Relay ON ON OFF OFF 

AEL > 0 ≤ 0 > threshold ≤ threshold 

 

Table 1.3 Classification of Controllable DEWHs 



 

28 

 

1.4.3.2 Contributions 

The contributions of the proposed algorithms in the thesis include: 

 

(1) A VFCP framework is proposed as a frequency control resource in power systems. 

The VFCP demand is increased/decreased by controlling these controllable 

DEWHs. 

 

(2) Two frequency control algorithms are proposed to provide frequency control 

services by the VFCP. 

 

1.5 Thesis Organization 

The rest of the thesis is divided into the following chapters: 

 

 

•  Chapter 2 develops an individual DEWH state estimation method without 

temperature measurements. Based on hot-water consumption patterns and 

characteristics of hot-water consumption activities, a fuzzy logic membership 

function is introduced to estimate hot-water consumption activities. The worst case 

assumptions to estimate DEWH’s states and maintain the end-user comfort are also 

introduced.  

 

• Chapter 3 introduces a novel peak shaving algorithm for control of conventional 

DEWHs. A weight matrix is proposed to consider the subsequent hot-water 

consumption, and the CSPI is proposed to express the priority of control based on 
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the weight matrix. According to the CSPI and relay states, these controllable 

DEWHs are divided into two groups, each group is sorted by the CSPI. With the 

control actions, more thermal energy can be stored in DEWHs before the beginning 

of peak periods, and the demand can be reduced by following the sorted order 

during peak periods. To maintain the end-user comfort, on-signals are sent to the 

DEWHs whose CSPIs are not satisfied. The results show the peak demand is 

significantly reduced and the end-user comfort is maintained. 

 

• Chapter 4 proposes two frequency control algorithms to provide SFC services with 

DEWHs. A VFCP is introduced as a frequency control resource. The VFCP is 

estimated and sent the available capacity for frequency control. The control actions 

are generated to respond to frequency deviations under normal and contingency 

conditions. The algorithms are dependent on the estimated information for control. 

The performances of the two algorithms are demonstrated in simulation studies.  

 

• Chapter 5 summarizes the key findings of this thesis and suggests directions for 

future work. 
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2 State Estimation for Individual DEWHs 

 

2.1 Introduction 

With the external relays to control conventional DEWHs in the thesis, maintaining the end-

user comfort without temperature measurements is important. Hence, it is necessary to 

estimate the DEWH states before controlling the DEWH. The estimated state information 

includes the temperature and available durations for the DEWH to keep on or off. The 

estimated information is used to conduct on/off control to DEWHs, providing peak shaving 

or frequency control services without affecting the end-user comfort. 

 

The chapter introduces the estimation of the DEWH states without temperature 

measurements. If the external relay is turned off which keeps the DEWH off, the internal 

temperature can be lower than its lower limit, then the end-user comfort may be affected. 

In this situation, the relay should be turned on to heat water to avoid affecting the end-user 

comfort. To maintain the end-user comfort without temperature measurements, the worst 

cases are used to estimate the minimum temperature of DEWHs, then the estimated results 

can be used as references for control.  

 

The organization of this chapter is as follows: the process of the DEWH without control is 

presented in Section 2.1.1. The process of the DEWH with control is presented in Section 

2.1.2. Hot-water consumption patterns and activities are analyzed in Section 2.2. Potential 

worst cases are analyzed, whereby the worst case assumptions for the proposed state 
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estimation method are obtained in Section 2.3. A fuzzy logic hot-water consumption 

activity identification method is introduced in Section 2.3 too. The proposed state 

estimation method for individual DEWH is described in Section 2.4. Finally, the 

experimental results are presented in Section 2.5.  

  

2.1.1 DEWH Without Control 

The thermal energy stored in a DEWH through hot-water in the tank is converted from the 

electrical energy by heating elements. When the end-user draws out hot-water from the 

DEWH, thermal energy decreases. The stored thermal energy is decreased gradually and 

persistently by the standby heat loss, due to the imperfect insulation of the tank. The hot-

water consumption and standby heat loss cause the DEWH temperature to drop.  

 

The thermal energy stored in a DEWH is represented by the internal temperature of the 

DEWH: 

 𝑄(𝑡) = 𝑐𝜌𝑉𝑇(𝑡) (2.1) 

where Q is the thermal energy stored in the DEWH, c is the specific heat capacity of water, 

𝜌 is the density of water, V is the volume of the tank, and T is the internal temperature of 

the DEWH. 

 

DEWHs are resistive devices, and the electrical energy converts to the thermal energy 

through heating elements. Hence, when ignoring the grid voltage variations, the thermal 

energy from the electrical energy can be written as: 
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 𝑄ℎ𝑒𝑎𝑡(𝑡) = 𝑃(𝑡)∆𝑡 (2.2) 

where 𝑄ℎ𝑒𝑎𝑡 is the thermal energy from electricity, P is the power of the DEWH which is 

the rated power 𝑃𝑟𝑎𝑡𝑒 when the DEWH is on or 0 when the DEWH is off, and ∆t is the 

time interval. When the DEWH is on, the thermal energy from the electrical energy is 

increased with a constant rate. 

 

The standby heat loss is a transfer of internal thermal energy from the tank to the ambient 

environment, this is due to the internal temperature of DEWH being higher than the 

ambient environment. The standby heat loss is dependent on the thermal insulation 

material, the surface area of the tank, and the difference between the internal and ambient 

temperatures. Hence, the standby heat loss can be written as: 

 
𝑄𝑙𝑜𝑠𝑠(𝑡) = 𝐴

𝑇(𝑡) − 𝑇𝑎𝑚(𝑡)

𝑅
∆𝑡 (2.3) 

where 𝑄𝑙𝑜𝑠𝑠  is the standby heat loss, A is the surface area of the DEWH, R is the thermal 

resistance of the insulation material, and 𝑇𝑎𝑚 is the ambient temperature around DEWH.  

 

The standby heat loss is independent of the DEWH state. Generally, the tanks have good 

insulation performances; therefore, the standby heat loss is limited [72]. In addition, the 

standby heat loss can be regarded as a constant, in the sense that the variations of standby 

heat loss caused by the changes of the internal and ambient temperature are negligible. 

 

The draw out thermal energy is dependent on the volume and temperature of the draw out 

hot-water, and it can be expressed as: 
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 𝑄𝑢𝑠𝑒(𝑡) = 𝑐𝜌𝑉𝑢𝑠𝑒(𝑡)𝑇𝑜𝑢𝑡(𝑡) (2.4) 

where 𝑄𝑢𝑠𝑒  is the draw out thermal energy with hot-water consumption, 𝑉𝑢𝑠𝑒  is the volume 

of draw out hot-water, and 𝑇𝑜𝑢𝑡 is the temperature of draw out hot-water.  

 

The cold-water flows into the tank at the same time as the end-user uses hot-water, and the 

cold-water volume is the same as the consumed hot-water. Hence, the thermal energy by 

the inlet cold-water is: 

 𝑄𝑖𝑛(𝑡) = 𝑐𝜌𝑉𝑢𝑠𝑒(𝑡)𝑇𝑖𝑛(𝑡) (2.5) 

where 𝑄𝑖𝑛 is the thermal energy with the inlet cold-water, and 𝑇𝑖𝑛 is the temperature of 

inlet cold-water. 

 

According to Equations (2.1) - (2.5), the temperature change in a time interval is dependent 

on the electrical energy from power systems, the hot-water consumption, and the standby 

heat loss, which can be expressed as Equation (2.6) [70]. 

 
∆𝑇(𝑡) =

𝑃(𝑡)

𝑐𝜌𝑉
∆𝑡 +

𝐴

𝑐𝜌𝑉𝑅
(𝑇𝑎𝑚(𝑡) − 𝑇(𝑡))∆𝑡 +

𝑉𝑢𝑠𝑒(𝑡)

𝑉
(𝑇𝑖𝑛(𝑡) − 𝑇𝑜𝑢𝑡(𝑡)) 

(2.6) 

 

Without any control action, the DEWH is directly controlled by its hysteresis controller 

based on a temperature setpoint and a dead band. The hysteresis process is shown in Figure 

2.1.  

 

The state of the local thermostat is controlled by the hysteresis controller. If the temperature 

reaches or becomes lower than the lower limit, the thermostat turns on to heat the DEWH 
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till the temperature reaches the upper limit. The thermostat state can be expressed as: 

 

𝑇ℎ𝑚(𝑡) = {
1,                          𝑇(𝑡) ≤ 𝑇𝐿
0,                         𝑇(𝑡) ≥ 𝑇𝐻

𝑇ℎ𝑚(𝑡 − 1),     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2.7) 

where 𝑇ℎ𝑚 is the thermostat state, TL is the lower limit, and TH is the upper limit. 

 

The power demand of the DEWH is based on its thermostat state, and can be written as: 

 𝑃(𝑡) = 𝑃𝑟𝑎𝑡𝑒𝑇ℎ𝑚(𝑡) (2.8) 

where 𝑃𝑟𝑎𝑡𝑒 is the rated power of the DEWH. 

 

When there is no hot-water consumption, the DEWH temperature is increased or decreased 

with approximately constant rates. The demand of the DEWH is maintained at its rated 

power when the DEWH is on, as shown in Figure 2.2. Without hot-water consumption, the 

required heating duration for the DEWH temperature to increase from the lower limit to 

the upper limit is minimum; the duration for the DEWH to turn on again is maximum. We 

 

 
Figure 2.1 Hysteresis control process of DEWH 



 

35 

 

denote the minimum on duration by  𝐷𝑜𝑛,𝑚𝑖𝑛 , and the maximum off duration by 𝐷𝑜𝑓𝑓,𝑚𝑎𝑥. 

 

2.1.2 DEWH with Control 

With the external relay controlling DEWH, the power demand will be modified by the 

relay, and Equation (2.8) can be re-written as: 

 𝑃(𝑡) = 𝑅𝑆(𝑡)𝑃𝑟𝑎𝑡𝑒𝑇ℎ𝑚(𝑡) (2.9) 

where 𝑅𝑆 is the state of the external relay, 𝑅𝑆 = 1 when the relay is on or 𝑅𝑆 = 0 when the 

relay is off. 

 

 

Figure 2.2 DEWH temperature and power demand without hot-water consumption 
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A simple example is presented in Figure 2.3 which shows a basic idea of DLC on DEWHs. 

As the thermostat of a conventional DEWH is uncontrollable and the external relay cannot 

directly control the thermostat state, the prerequisite of controlling the conventional 

DEWH is to remain its thermostat on. When the internal temperature is increased to a 

certain value, the relay can be turned off to reduce the power demand till the temperature 

reaches the lower limit. The number of heating cycles in Figure 2.2 is fewer than that in 

 

 
Figure 2.3 Example of relay control 
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Figure 2.3, while the heating durations are longer. As such, the electric power is shifted by 

DLC. The consumed electrical energy for both cases, in the long run, should be 

approximately equal because the DLC does not affect the end-user behaviors, the hot-water 

consumption and consumed thermal energy should not be changed. 

 

Whenever the thermostat is on and the internal temperature satisfies the end-user comfort, 

the DEWH can be turned off by the external relay to reduce the power demand. The relay 

should be turned on when the internal temperature drops below the end-user comfort level, 

and these DEWHs with the low temperatures should not be turned off. The main objective 

of the proposed state estimation method is to estimate the DEWH temperature, whereby 

the DEWH’s eligibility for on or off control actions is determined. 

 

2.2 Hot-Water Consumption 

2.2.1 Hot-Water Consumption Patterns 

As seen in Equation (2.6), the temperature change of a DEWH is dependent on the hot-

water consumption. However, it is hard to know the volume and occurrence time of hot-

water activities, this is because of the randomness of human behaviors.  

 

Fortunately, most people have behavioral habits and there exist patterns for hot-water 

consumption [63]–[66]. The patterns are dependent on seasons and weather. Seasonal 

influence on the hot-water consumption patterns is shown in Figure 2.4, which is from 

Residential End-Use Monitoring Program Report, New Zealand, and Australian 
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governments [73]. Seasonal hot-water consumption data for Canada does not appear to be 

available [66]. 

 

In addition to climate and season effects, the hot-water consumption patterns are also 

affected by other factors, such as the number of occupants (more occupants, more hot-

water consumption), the ages of occupants (teenagers prefer longer average shower times, 

while young children have a high frequency of baths), and household incomes.  

 

To obtain hot-water consumption patterns, temperature-based event inference methods and 

flow trace signature analysis methods are employed. Flow measurements are made when 

hot-water left the tank, and temperature measurements are made at the main pipes [63], 

[64], [66]. The temperature-based event inference method involves temperature 

 

 

 

 

Figure 2.4 Seasonal influence on hot-water consumption patterns [62] 
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measurements as close as possible to specific end uses, with flow measurements at the 

water outlet [74]. However, many sensors are installed for temperature-based event 

inference methods and flow trace methods, which is impractical. 

 

The hot-water consumption can be estimated by the on/off durations of DEWHs [75]–[77]. 

Without hot-water consumption, 𝑉𝑢𝑠𝑒  in Equation (2.6) is zero. The total heating duration 

is 𝐷𝑜𝑛,𝑚𝑖𝑛 , and the temperature is increased from the lower limit to the upper limit. Then 

we have: 

 
𝑇𝐻 − 𝑇𝐿 =

𝑃𝑟𝑎𝑡𝑒
𝑐𝜌𝑉

𝐷𝑜𝑛,𝑚𝑖𝑛 +
𝐴

𝑐𝜌𝑉𝑅
(𝑇𝑎𝑚 − 𝑇)𝐷𝑜𝑛,𝑚𝑖𝑛 

(2.10) 

 

When the actual heating duration is 𝐷𝑜𝑛, the volume of hot-water consumption during 𝐷𝑜𝑛 

is 𝑉𝑢𝑠𝑒 , the temperature is increased from the lower limit to the upper limit, then: 

 
𝑇𝐻 − 𝑇𝐿 =

𝑃𝑟𝑎𝑡𝑒
𝑐𝜌𝑉

𝐷𝑜𝑛 +
𝐴

𝑐𝜌𝑉𝑅
(𝑇𝑎𝑚 − 𝑇)𝐷𝑜𝑛 + 𝑐𝜌(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)

𝑉𝑢𝑠𝑒
𝑉

 
(2.11) 

 

Combine Equation (2.10) and (2.11). Then, the volume of hot-water consumption during 

𝐷𝑜𝑛 is: 

 
𝑉𝑢𝑠𝑒 =

(𝑃𝑟𝑎𝑡𝑒 + 𝐴/𝑅(𝑇𝑎𝑚 − 𝑇))

𝑐𝜌(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)
(𝐷𝑜𝑛 −𝐷𝑜𝑛,𝑚𝑖𝑛)   (2.12) 

 

When the actual off duration is 𝐷𝑜𝑓𝑓, the volume of hot-water consumption during this off 

duration is: 
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𝑉𝑢𝑠𝑒 =

𝐴/𝑅(𝑇𝑎𝑚 − 𝑇))

𝑐𝜌(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)
(𝐷𝑜𝑓𝑓 −𝐷𝑜𝑓𝑓,𝑚𝑎𝑥) (2.13) 

 

With this method [75]–[77], hourly hot-water consumption patterns can be built from the 

historical data in practice. 

 

2.2.2 Hot-Water Consumption Activities 

The domestic hot-water consumption is defined through a set of water fixtures including 

basins (clothes washing included), kitchen sinks, baths, and showers in [69]. In [64], the 

domestic hot-water consumption is classified into showers, taps, clothes washers, baths, 

and dishwashers. DeOreo et al classify hot-water consumption activities into showers, 

clothes washers, dishwashers, taps, and baths [63]. 

 

The thesis classifies the hot-water consumption activities into showers, baths, clothes 

washers, dishwashers, and taps. Washing machines are normally used once a week [66]. 

Dishwashers consume about 3.5 gallons water per cycle [78], and a regular cycle can last 

for two hours or more [79]. The impact on a DEWH is small during the cycle. Therefore, 

washing machines and dishwashers are not considered for daily hot-water consumption in 

the thesis. Daily dish and clothes washing tasks by hand are classified into taps. In the 

thesis, domestic hot-water consumption is by three fixtures: tap, shower, and bath. 

 

In  [68][69], the Centre for Renewable Energy Systems Technology (CREST) had built the 

relationship between hot-water consumption activities and their consumed volumes, as 
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shown in Figure 2.5. The average hot-water volume consumed by each activity can be 

calculated by expectation: 2.3 liters by a tap activity, 25.7 liters by a shower activity, and 

73.3 liters by a bath activity.  

 

The cumulative probability of each activity consuming at least a certain volume is shown 

in Figure 2.6. For example, the cumulative probability of a shower activity consuming no 

more than 20 liters is 10%. The probability of a bath consuming no more than 60 liters is 
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Figure 2.5 Probability of consumed hot-water volume by activities 

 

 
Figure 2.6 Cumulative probability of each activity 
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10% too. The probability of a shower activity with no more than 40 liters hot-water 

consumption is 99.7%. The probability of a bath activity with no more than 97 liters hot-

water consumption is 99.7%.  

 

According to the residential end use (REU) 1999 report [80] and REU 2016 [64], although 

showers, taps, and baths vary, the average consumed volume of each activity is almost the 

same. Based on the analyses results in [63], [69], the average flow rate for tap activities is 

3.54 liter per min (lpm), and 9.26 lpm for showers and baths. 

 

Hence, the three hot-water consumption activities have different durations and volumes, 

the effects on the DEWH temperature are different too. A higher hot-water draw out flow 

rate leads to a faster temperature drop. A larger volume of hot-water consumption leads to 

a larger temperature drop too.  

 

2.3 Worst Cases Analysis 

Worst cases are introduced to take into account the hot-water consumption activities that 

will cause the temperature to drop to the minimum value, which may affect the end-user 

comfort. The hot-water consumption under the worst cases is used to estimate the DEWH 

state, in an effort to avoid affecting the end-user comfort during control. The estimated 

information is provided for control, which includes the temperature of the DEWH, and the 

durations for the DEWH that remains on or the relay that remains off without affecting the 

end-user comfort. The end-user comfort can be guaranteed so long as it can be satisfied 
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under the worst cases.  

 

Equation (2.6) shows that the temperature change of a DEWH is dependent on the hot-

water consumption. Different volumes and occurrence times have different effects on 

temperature variations. Hence, the worst case analysis consists of volumes and occurrence 

times for hot-water consumption. 

 

According to Equation (2.6), it is noteworthy that when the hot-water consumption is large 

enough (flow rate is high), the temperature keeps dropping even though the DEWH is 

heated. The standby heat loss is negligible when compared to the loss caused by the large 

hot-water consumption. Subsequently, the temperature drops during heating when the flow 

rate satisfies:  

 
𝐹 ≥

60𝑃𝑟𝑎𝑡𝑒
𝑐𝜌(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)

  (2.14) 

where F is the draw out hot-water flow rate in lpm, and 𝑃𝑟𝑎𝑡𝑒 is the rated power of the 

DEWH. For example, when 𝑃𝑟𝑎𝑡𝑒 is 3 kW, and the difference between the outlet and inlet 

temperature is 40 °C, the temperature keeps dropping during heating when the flow rate is 

higher than 1.1 lpm. If 𝑃𝑟𝑎𝑡𝑒 is 9 kW, the temperature keeps dropping when the flow rate 

is higher than 3.3 lpm. Given the average flow rates of hot-water consumption activities in 

Section 2.2, the flow rates in practice will cause sustained temperature drops during heating. 

Hence, the internal temperature may get lower than the lower limit 𝑇𝐿. 

 

In Figure 2.7, a specific hot-water consumption activity, i.e., bath, consumes 90 liters and 
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the temperature reaches its lower limit during the activity. The temperature keeps dropping 

as the high flow rate has a more dominant cooling effect over heating the DEWH. The 

minimum temperature is lower than the lower limit. When a hot-water consumption 

activity occurs with a low flow rate and short duration, e.g. tap, the temperature will be 

increased by heating the DEWH. The activity has a limited impact on the internal 

temperature. 

 

2.3.1 Scenario I 

Suppose that the flow rate remains constant for the whole duration of an activity. The total 

temperature change is: 

 
𝑇𝑐ℎ𝑎𝑛𝑔𝑒 = (

𝑃

𝑐𝜌𝑉
+

𝐴

𝑐𝜌𝑉𝑅
(𝑇𝑎𝑚 − 𝑇) +

𝐹

𝑉
(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡))𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  (2.15) 

where 𝑇𝑐ℎ𝑎𝑛𝑔𝑒  is the total temperature change during the activity, and 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  is the 

 

 
Figure 2.7 Example of hot-water consumption activities 
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duration of the activity. 

 

When the flow rate F satisfies Equation (2.14), the temperature keeps dropping even the 

DEWH is heated. The minimum temperature decreases with the increase of 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 . The 

total consumption volume of the activity increases with the increase of 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 . 

 

The temperature after the hot-water consumption activity can be expressed as: 

 𝑇 = 𝑇𝑠𝑡𝑎𝑟𝑡 + 𝑇𝑐ℎ𝑎𝑛𝑔𝑒 (2.16) 

where 𝑇𝑠𝑡𝑎𝑟𝑡 is the temperature of the DEWH when the activity starts.  

 

Figure 2.8 shows the minimum temperature with different durations and  𝑇𝑜   (𝑇𝑜  is the 

difference between 𝑇𝑠𝑡𝑎𝑟𝑡and the lower limit, 𝑇𝑜 = 𝑇𝑠𝑡𝑎𝑟𝑡 − 𝑇𝐿). The flow rate is 5 lpm. 

𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  varies from 0 to 10 minutes, and 𝑇𝑜  varies from 0 to 5°C. The minimum 

 

 
Figure 2.8 Minimum temperature with the flow rate at 5 lpm 
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temperature decreases with the decreasing 𝑇𝑠𝑡𝑎𝑟𝑡 and the increasing 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 . The worst 

case occurs when 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  is 10 minutes and 𝑇𝑠𝑡𝑎𝑟𝑡 is at the lower limit. 

 

2.3.2 Scenario II 

 When the activity duration 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  remains constant, different flow rates lead to different 

volumes of hot-water consumption. Figure 2.9 shows the minimum temperature with 

different flow rates and  𝑇𝑜. 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  is 5 minutes for all the cases in this figure. The flow 

rate F varies from 0 to 10 lpm, and 𝑇𝑜 varies from 0 to 5°C. The minimum temperature 

decreases with the decrease in 𝑇𝑠𝑡𝑎𝑟𝑡  and the increase in the flow rate. The worst case 

occurs when the F is 10 lpm and 𝑇𝑠𝑡𝑎𝑟𝑡 at the lower limit. 

 

2.3.2 Scenario III 

 

 

 

Figure 2.9 Minimum temperature with the duration at 5 minutes 
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When the temperature 𝑇𝑠𝑡𝑎𝑟𝑡  is a constant, different flow rates and durations lead to 

different volumes of hot-water consumption and temperature drops. Figure 2.10 shows the 

minimum temperature with different flow rates and durations. 𝑇𝑠𝑡𝑎𝑟𝑡  is at the lower limit. 

The flow rate varies from 0 to 10 lpm, and 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  varies from 0 to 10 minutes. The 

minimum temperature decreases with the increase in the flow rate and duration. The worst 

case occurs when the F is 10 lpm and 𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  is 10 minutes. 

 

2.3.3 Worst Case Assumptions 

All the above worst cases show that the minimum temperature decreases with the increase 

in the flow rate and duration of an activity, and the decrease in the temperature at the 

beginning of the activity. Due to the lack of temperature measurements, the temperature at 

the beginning of the activity 𝑇𝑠𝑡𝑎𝑟𝑡 is unknown. Due to the randomness of human behaviors, 

the flow rate and duration are also unknown. Hence, the worst case assumptions are 

 

 

Figure 2.10 Minimum temperature with the start temperature at the lower limit 
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introduced to deal with the unknown information as in the following. 

  

2.3.3.1 Assumption 1: Start Temperature  

Only DEWHs with thermostats that are on can be controlled in this research, and their 

states should be estimated. The DEWHs with thermostats that are off are uncontrollable, 

and their states will not be estimated until their thermostats turn on. 

 

The state estimation for a DEWH starts when its thermostat turns on and ends when its 

thermostat turns off. When the thermostat turns on, its temperature has reached the lower 

limit, hence, the 𝑇𝑠𝑡𝑎𝑟𝑡 is assumed to be its lower limit.  

 

2.3.3.2 Assumption 2: Volume of a Hot-Water Consumption Activity 

The volume of a hot-water consumption activity affects the internal temperature, which is 

dependent on its flow rate and duration. However, both are unknown and vary even for the 

same kind of activities due to the randomness of human behaviors [63]. Hence, the volume 

consumed by the same kind of activity varies. In addition, the flow rate itself varies during 

an activity. Assumption 2 is therefore introduced to estimate the volume of a hot-water 

consumption activity. 

 

Shower and bath activities consume a large volume of hot-water, and the effect on 

temperature is significant. Hence, the consumed volume should be decided in order to 

maintain the end-user comfort and provide available capacity for control. The volumes of 
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hot-water consumption activities are considered based on the statistical data in [68][69]. 

As mentioned in Section 2.2.2, a shower activity consumes no more than 40 liters, with a 

probability of 99.7%. So does a bath activity with no more than 97 liters. The worst case 

consumption for the shower activity is assumed to be 40 liters. The worst case for a bath 

activity consumes 97 liters.  

 

The tap activity has minor effects on the DEWH temperature, and is assumed to occur with 

its average flow rate. 

 

2.3.3.3 Assumption 3: Duration of a Hot-Water Consumption Activity 

Given a specified volume of hot-water consumption, the water temperature decreases with 

a shorter duration of the consumption activity. The change on the temperature can be 

obtained in the rewritten form of Equation (2.15) as: 

 
𝑇𝑐ℎ𝑎𝑛𝑔𝑒 = (

𝑃

𝑐𝜌𝑉
+

𝐴

𝑐𝜌𝑉𝑅
(𝑇𝑎𝑚 − 𝑇))𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 +

𝑉𝑢𝑠𝑒
𝑉
(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) (2.17) 

 

The minimum value of Equation (2.17) occurs when lim (𝐷𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦) → 0, meaning the 

minimum DEWH temperature, i.e., the worst case.  

 

Combining all the three assumptions, the worst case happens when a complete hot-water 

consumption activity occurs and almost instantaneously ends at the instant when the 

DEWH reaches its lower limit. 
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2.3.4 Fuzzy Logic Based Activity Identification 

The consumed volume of a bath activity is much more than that of a shower activity. Hence, 

the DEWH temperature drops even lower when there is a bath activity. Given an hourly 

hot-water consumption pattern, the intra-hour activities (bath and shower) should be 

identified. The consumption pattern in Section 2.2.1 is used for the identification. 

 

A fuzzy logic method with a Cauchy distribution membership function [70] (which has a 

high degree of freedom to adjust the steepness at the crossover points) is used to fuzzily 

categorize the consumption patterns with associated activities. Based on the statistical data 

[68][69], the membership function is built and presented in Figure 2.11. As shown in Figure 

2.6, a shower activity consumes at least 20 liters. So does a bath with at least 60 liters 

consumption. Accordingly, the degree of a tap activity is the highest when the hourly hot-

water consumption is lower than 20 liters. The degree of a bath activity is the highest when 

 

 
Figure 2.11 Membership function 
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the hourly hot-water consumption is more than 60 liters.  

 

From the hourly hot-water consumption patterns, the degree of the membership function 

for each activity can be calculated. The maximum degree can lead to the intra-hour activity 

identification. 

 

If the hourly hot-water consumption is less than 20 liters, there is no shower or bath activity, 

and the hot-water is assumed to be drawn out at the average flow rate during this hour. If 

the hourly consumption is more than 20 liters, the activity can be a shower or a bath, and 

the consumed volume can be 40 liters for the shower and 97 liters for the bath. If the hourly 

hot-water consumption demand is smaller than that of the assumed activity, all the hot-

water consumption is regarded as all consumed by the activity. If the hourly hot-water 

consumption is larger than that of the assumed activity, the residual hot-water above of the 

assumed volume (i.e., 40 liters for shower and 97 liters for bath) is treated as drawn out 

with an average flow rate during this hour.  

 

2.4 State Estimation for Individual DEWHs 

With the assumptions of the hot-water consumption presented above, this section proposes 

a state estimation method with the structure as shown in Figure 2.12. The detailed process 

is as follows: 

 

Step 1. Obtain the thermostat state by the DEWH state and the relay state. The DEWH state 
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can be identified through the readings of smart meters [67], [76]: 1) if the ramp-up 

and ramp-down power demands are approximately equal to the rated power of a 

DEWH, the state of the DEWH turns on/off; 2) if not, the DEWH retains its 

previous state. The thermostat state is the same as the DEWH state when the relay 

is on. The relay can only be turned off when its thermostat is on, so the thermostat 

remains on when the relay is off. The relay state is decided by control actions, which 

is already known. 

 

If the thermostat remains or turns off, the conventional DEWH is uncontrollable 

and it does not need state estimation, so go to end; if the thermostat turns on, go to 

Step 2; if the thermostat remains on, go to Step 3. 

 

 
Figure 2.12 Flow chart of the proposed state estimation method 
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Step 2. When the DEWH reaches the lower limit, its thermostat turns on and the DEWH 

starts heating. 

 

(a) Identify the hot-water consumption activity and residual hot-water usage with the 

fuzzy logic membership function. The temperature can be estimated by the worst 

case assumptions, and can be written as: 

 
𝑇(𝑛) = 𝑇𝐿 +

𝑉𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦
𝑉

(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) 
(2.18) 

            where 𝑉𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦  is the consumed volume of the identified activity, 𝑛  is the 𝑛𝑡ℎ 

estimation, 𝑇𝐿 is the lower limit, 𝑉 is the tank volume, 𝑇𝑖𝑛 is the temperature of 

inlet water, and 𝑇𝑜𝑢𝑡 is the temperature of the water outlet.  

 

           The residual volume of hot-water consumption is drawn out with an average flow 

rate during the hour, and the average flow rate is: 

 
𝐹 =

𝑉𝑝𝑎𝑡𝑡𝑒𝑟𝑛 − 𝑉𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦
60

 (2.19) 

where 𝑉𝑝𝑎𝑡𝑡𝑒𝑟𝑛 is the hourly hot-water consumption from the pattern. 

 

(b) With Equation (2.15), the temperature change rate can be calculated, and the 

available durations for the DEWH to keep on or off can be: 
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{
 
 

 
 𝐷𝑎𝑣𝑎,𝑜𝑛(𝑛) =

𝑇𝐻 − 𝑇(𝑛)

𝑃𝑟𝑎𝑡𝑒
𝑐𝜌𝑉 +

𝐴
𝑐𝜌𝑉𝑅

(𝑇𝑎𝑚 − 𝑇(𝑛)) +
𝐹
𝑉
(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡)

𝐷𝑎𝑣𝑎,𝑜𝑓𝑓(𝑛) =
𝑇𝑡𝑜𝑙𝑒 − 𝑇(𝑛)

𝐴
𝑐𝜌𝑉𝑅

(𝑇𝑎𝑚 − 𝑇(𝑛)) +
𝐹
𝑉
(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡)

             

    (2.20) 

            where 𝐷𝑎𝑣𝑎,𝑜𝑛  is the available duration for DEWH to keep on, 𝐷𝑎𝑣𝑎,𝑜𝑓𝑓  is the 

available duration for DEWH to keep off, 𝑇𝐻 is the upper limit, 𝑃𝑟𝑎𝑡𝑒 is the rated 

power, A is the surface area of the DEWH, R is the thermal resistance of the 

insulation material, 𝑇𝑎𝑚 is the ambient temperature around DEWH, and 𝑇𝑡𝑜𝑙𝑒  is the 

minimum temperature to maintain the end-user comfort, when the temperature 

reaches this value, the DEWH should be turned back on. 𝑇𝑡𝑜𝑙𝑒  can be set based on 

the requirement in practice. In this thesis, 𝑇𝑡𝑜𝑙𝑒  is set five degrees below the lower 

limit, which still satisfies the end-user comfort [70]. The tolerance temperature is 

no less than the required temperature for hot-water in practice [71]. The available 

capacity of energy is the rated power multiplied by the available on or off durations.  

 
{
𝐸𝑜𝑛(𝑛) = 𝑃𝑟𝑎𝑡𝑒𝐷𝑎𝑣𝑎,𝑜𝑛(𝑛)               

𝐸𝑜𝑓𝑓(𝑛) = 𝑃𝑟𝑎𝑡𝑒𝐷𝑎𝑣𝑎,𝑜𝑓𝑓(𝑛)            
    (2.21) 

 

(c) The estimated temperature, flow rate, and available on or off durations are sent as 

outputs of the state estimation method, which marks the end of the state estimation 

process. 

 

Step 3. The thermostat remains on, the estimated temperature and available on or off 

durations should be updated. 
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(a) Adjust the time. If a new hour begins, the hourly hot-water consumption is changed, 

and so will be the available activity. Then, the temperature is: 

 
𝑇(𝑛) = 𝑇(𝑛 − 1) +

𝑉𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦
𝑉

(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) (2.22) 

 

The new average flow rate is updated with Equation (2.19), then go to Step 2(b). If 

the time does not enter to a new hour, continue to (b). 

 

(b) The temperature should be updated with the DEWH state, relay state, and average 

flow rate of hot-water consumption: 

𝑇(𝑛) = 𝑇(𝑛 − 1) + (
𝑃(𝑛)

𝑐𝜌𝑉
+

𝐴

𝑐𝜌𝑉𝑅
(𝑇𝑎𝑚 − 𝑇(𝑛 − 1)) +

𝐹

𝑉
(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡))∆𝑡 (2.23) 

where ∆𝑡 is the time interval between each estimation for the DEWH. 

 

      The power demand P is controlled by the relay and the thermostat (which is on), 

hence, the power demand can be: 

 𝑃(𝑛) = 𝑅𝑆(𝑛)𝑃𝑟𝑎𝑡𝑒 (2.24) 

where 𝑅𝑆 is the relay state, and 𝑃 is the power demand of the DEWH. 

 

The available on or off durations can be updated with Equation (2.20).  

 

(c) The estimated temperature, flow rate, and available on or off durations are sent as 
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outputs of the individual state estimation method, and the state estimation process 

is ended. 

 

This is the proposed state estimation method for individual DEWHs. DEWH state can be 

estimated without temperature measurements. 

 

2.5 Case Study Results 

In this section, experiments were conducted on an actual DEWH. With the worst case 

assumptions, the estimated temperature should be lower than the actual temperature to 

guarantee the end-user comfort. At first, the proposed individual state estimation method 

was verified when the DEWH was not controlled. Then, a simple control example was 

implemented to show the ability of load shifting without impact to the end-user comfort 

during control.  

 

2.5.1 Test DEWH Structure 

The investigated DEWH in this research has three heating elements. The rated power of 

each element is 4500 W, the rated voltage is 240 V, and the tank volume is 279 liters. The 

DEWH is shown in Figure 2.13. The hot-water is drawn out from the top of the tank, and 

the cold-water inlet is at the bottom of the tank. Ten temperature sensors are clinging to 

the surface of the tank from top to bottom with an even distance. The temperature 

information was employed to verify the proposed method. 
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The data acquisition (DataQ) instrument is used to control the relay, draw out water flow 

rate, and measure the inlet/outlet water temperature. All measured information is stored in 

a database, and control actions are implemented through the database to the DataQ. No 

more than one heating element can be turned on simultaneously. The diagram of the three-

element water heater is shown in Figure 2.14. The priority of the three heating elements is 

 

 

 

 

Figure 2.13 Investigated DEWH 

Figure 2.14 Diagram of the three-element water heater 
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Top element > Middle element > Bottom element. As the three heating elements have the 

identical rated power, the DEWH is regarded as having a one-element structure. The 

DEWH is on when either of the three elements is on, and the DEWH is off when all the 

three heating elements are off.  

  

2.5.2 Performance on End-User Comfort 

CREST Demand Model V 2.2 [81] is a high-resolution stochastic model includes a 

representation of electrical demand and generation (e.g. PV), resident occupancy, hot-

water consumption, gas boilers, and so forth. The model is used to generate a 24-hour hot-

water consumption for the investigated DEWH. The hot-water usage is shown in Figure 

2.15. The hot-water consumption is about 300 liters for 24 hours. The modeled hourly 

pattern is the pattern shows the hot-water consumption in each hour, which can be obtained 

from the generated human behavior from the CREST model. Due to the randomness of 

human behaviors, the actual hot-water consumption should be similar to the hourly pattern, 

 

 
Figure 2.15 24 hour hot-water consumption on the DEWH 
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but also have some differences as shown in Figure 2.16. 

 

The current and temperature of the DEWH are measured and shown in Figure 2.17, which 

includes three heating durations, i.e., morning, noon, and evening. The hot-water 

consumption during the morning and evening heating duration is very large, and the 

temperature has dropped lower than the lower limit. The first heating duration is from 7:31 

to 9:11, the second heating duration is from 12:47 to 13:24, and the third heating duration 

is from 21:27 to 22:54. 

 

 

 

 

Figure 2.16 Hourly hot-water consumption and pattern 

Figure 2.17 Temperature and current of the DEWH 
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The measured and estimated temperature during the first heating duration is shown in 

Figure 2.18. The DEWH turns on at 7:31. From the pattern, the hot-water consumption in 

this hour is 70 liters. With the fuzzy logic function and worst case assumptions, a bath 

activity with 70 liters is assumed to occur and finish at 7:31. The temperature drops to 

about 8.78 °C lower than the lower limit. The residual hot-water consumption during this 

hour is assumed to be zero, and the temperature keeps increasing after 7:31. At 8:00, a new 

hour begins. The hot-water consumption in this hour is 20 liters. And the hot-water 

consumption is assumed to draw out with a 0.33 lpm flow rate during this hour. It is clear 

that the increase in the estimated temperature is slower than that in the previous hour. 

Although the estimated temperature is lower than the measured temperature, it helps to 

provide a reference for control in an effort to maintain the end-user comfort. 

 

The measured and estimated temperature during the second heating duration is shown in 

Figure 2.19. The hourly hot-water consumption is less than 20 liters for each hour in this 

 

 
Figure 2.18 Measured and estimated temperature in the first duration 
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duration. Hence, the hot-water is assumed to be drawn out with an average flow rate. In 

the duration, there are some segments that the estimated temperature is higher than the 

measured temperature. This is because the actual tap activities during these segments 

consumed more volume than the estimated ones. However, the temperature is always 

higher than the lower limit during this duration as the hot-water consumption in each hour 

is small, and the small discrepancies (the estimated temperature being higher than the 

actual ones) do not affect the end-user comfort during control.  

 

Figure 2.20 shows the measured and estimated temperature during the third heating 

duration. The hourly pattern indicates an expected hot-water consumption of 80 liters in 

this hour. A bath activity is assumed to happen at 21:28 with an estimation of hot-water 

consumption of 80 liters. With the assumed activity, the estimated temperature drops to 

10.04 °C lower than the lower limit. The average flow rate is 0 lpm. At 22:00, a new hour 

begins. The average flow rate is 0.167 lpm. The increase in the estimated temperature is 

slower than the previous hour. During the heating duration, the estimated temperature is 

 

 

Figure 2.19 Measured and estimated temperature in the second duration 
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lower than the measured temperature. The estimated temperature is used to provide a 

reference and to maintain the end-user comfort. 

 

When there is an intense water use such as shower or bath, the temperature may drop to a 

value lower than the lower limit. The proposed individual state estimation method uses the 

worst case assumptions to estimate the temperature. The estimated temperatures are lower 

than the measured values for almost all the durations, which guarantees the end-user 

comfort without temperature measurements.  

 

2.5.3 Control DEWH with State Estimation Method 

A simple control example is tested on the DEWH with the proposed state estimation 

method for individual DEWHs. There are 80 liters of hot-water consumption between 

21:00 and 22:00 in the pattern, and the heating duration is about 87 mins (from 21:27 to 

22:54). The objective is to reduce the length of this heating duration. 

 

 
Figure 2.20 Measured and estimated temperature in the third duration 
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As DLC does not intend to change human behaviors and the required hot-water 

consumption should remain unchanged, the required thermal energy should be maintained 

to avoid affecting the end-user comfort. Hence, more thermal energy stored in the DEWH 

will help to shorten the heating duration. The higher the temperature at 21:00, the shorter 

the heating duration. Therefore, the DEWH should be fully heated before 21:00.  

 

Due to the uncontrollability of the internal thermostat, the DEWH should be controlled to 

keep its thermostat on until the last heating action before 21:00. To maintain the end-user 

comfort, the DEWH should prepare enough thermal energy for the subsequent hot-water 

consumption, and keep the temperature higher than the lower limit. The DEWH is heated 

for several minutes at the beginning of each hour by relay controls. After that, the relay 

receives off-signals to turn off the DEWH. The temperature is controlled to have a higher 

value than the lower limit, as shown in Figure 2.21.   

 

 

 

 

Figure 2.21 Temperature comparison 
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Figure 2.21 shows the measured temperatures under the original (uncontrolled) and 

controlled cases as well as the estimated temperature. The actual hot-water consumption is 

less than that in the pattern, which causes the errors between the measured and estimated 

temperatures. At 19:09 the DEWH reaches the upper limit, the thermostat of the DEWH 

turns off. Then, the estimated temperature is adjusted to the upper limit, and the DEWH 

state does not need to be estimated, because its thermostat is off and the DEWH is 

uncontrollable. At 21:00, the internal temperature of the controlled case is higher than the 

original case, which helps to reduce the following heating duration in this hour. 

 

The DEWH states for the original and controlled cases are shown in Figure 2.22. There are 

two heating durations in the original case: the first duration is about 37 minutes; the second 

is about 87 minutes; and the total heating time is 124 minutes. There are nine heating 

durations in the controlled case, the length of each duration is shown in Table 2.1, and the 

total heating duration is 119 minutes. From Figure 2.21, the average temperature in the 

 

 
Figure 2.22 DEWH states of both cases 
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original case is 3.09 °C higher than the lower limit, and the average temperature in the 

controlled case is 2.68 °C higher than the lower limit. The standby heat loss increases with 

the increase of the difference between the DEWH temperature and the ambient temperature. 

Hence, the standby heat loss of the controlled case is lower than the original case, which 

causes the reduction of the total heating duration, but the reduction is small. 

 

It is noted that the heating duration after 21:00 is reduced to 56 minutes, which is 31 

minutes less than that in the original case. Therefore, the control objective is achieved, 

showing the load shifting ability of DEWH control. The estimated temperature is lower 

than the measured value during control and the minimum temperature of the controlled 

case is higher than that in the original case. This validates the proposed method in 

successful maintaining the end-user comfort in the experiments. 

 

2.6 Conclusion 

This chapter proposes an individual DEWH state estimation method that requires no 

temperature measurements. Based on the analysis on hot-water consumption patterns and 

the proposed fuzzy logic membership function, hot-water consumption activities are 

identified. Worst case assumptions are made to estimate the worst cases (minimum 

 

Dur. 1 2 3 4 5 6 7 8 9 

Leg. 

(minute) 

3 6 6 6 6 13 14 9 56 

 

Table 2.1 Length of Heating Durations under Control 
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temperature). The estimated temperature keeps lower than the actual temperature. This 

shows the effectiveness of the worst case assumptions which can be used to maintain the 

end-user comfort.  

 

Furthermore, the experiments are conducted on an actual DEWH. The estimated 

temperatures secure the end-user comfort during control. A simple example with the 

proposed state estimation method is also reported in this chapter to reduce the length of 

heating duration, validating the load shifting ability of the conventional DEWHs.   
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3 Peak Shaving 

 

3.1 Introduction 

In power systems, peak shaving refers to leveling out peaks in electricity use by residential, 

industrial, and commercial power consumers, which benefits grid stability and cost 

savings. The peak periods of DEWH demand are consistent with the peak periods in power 

systems [32]. Hence, the reduction of DEWHs demand during peak durations will help to 

reduce the peak demand in power systems. The goal of this chapter is to develop an 

algorithm for peak shaving with DEWHs. 

 

In this chapter, the conventional DEWHs are controlled without temperature 

measurements. The estimated information based on the proposed method in Chapter 2 can 

be the reference for control selections and maintaining the end-user comfort. The 

subsequent hot-water consumption is modeled with a temperature drop weight matrix.  

 

The chapter is organized as follows. In Section 3.2, a temperature drop weight matrix is 

introduced to show the effect of the subsequent hot-water consumption. In Section 3.3, the 

customer satisfaction prediction index (CSPI) is introduced to show the control priority of 

the DEWHs. Section 3.4 details the proposed algorithm for peak shaving. Section 3.5 

presents the peak shaving results verifying the effectiveness of the proposed algorithm. 

Section 3.6 concludes this chapter. 
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3.2 Temperature Drop Weight Matrix  

The knowledge of human behaviors helps to minimize the impact on the hot-water 

availability while controlling DEWHs [48], [82], [83]. Preparing enough thermal energy 

for the subsequent hot-water consumption activities will reduce the risk of affecting the 

end-user comfort. In Section 2.3.3, the hot-water consumption activities are identified with 

the worst case assumptions. The residual hot-water above the consumed volume of the 

identified activity is assumed to be drawn out with a constant flow rate during the 

investigated hour. 

 

From Equation (2.6), the temperature drop rate is caused by the standby heat loss and the 

subsequent hot-water consumption (draw out with the average flow rate), and can be 

written as: 

 
𝑤 =

𝐴(𝑇𝑎𝑎 − 𝑇𝑎𝑚)

𝑐𝜌𝑉
+
𝐹

𝑉
(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛) 

(3.1) 

where 𝑤 is the temperature drop rate in °C/min, A is the surface area of the DEWH, R is 

the thermal resistance of the insulation material,  𝑇𝑎𝑚 is the ambient temperature around 

DEWH, c is the specific heat capacity of water, 𝜌 is the density of water, V is the volume 

of the tank,  𝑇𝑎𝑎  is the estimated temperature of the DEWH after an identified activity 

occurs (as Equation (2.16)), F is the draw out hot-water flow rate in lpm, 𝑇𝑜𝑢𝑡  is the 

temperature of draw out hot-water, and 𝑇𝑖𝑛  is the temperature of inlet cold-water. As 

analyzed in Chapter 2, the average flow rate is small, and thus the temperature drop rate is 

small as well. 
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The weight matrix, denoted by W, consists of all the temperature drop rates of the DEWHs. 

 𝑾 = [𝑤1 𝑤2 … 𝑤𝑛]′ (3.2) 

where n is the total number of the DEWHs.  

 

DEWHs can be classified into five groups according to their states and estimated 

temperatures. The available control commands for each group are presented in Table 3.1.  

  

The DEWHs are controllable when their thermostats are on, and are uncontrollable when 

their thermostats are off.  According to that, we know: 

 

1. For DEWHs in Group 1: they are uncontrollable regardless the relay states, and 

only on-signals are allowed till their thermostats turn on.  

 

2. For DEWHs in Group 2: their estimated temperatures are no less than their lower 

limits, and their relays are on. On-signals or off-signals can be sent to these DEWHs 

to control their demand.  

 

Group Thermostat Relay Estimated Temp.  Available Command 

1 Off - - On 

2 On On 𝑇 ≥ 𝑇𝐿 On/Off 

3 On On 𝑇 < 𝑇𝐿 On 

4 On Off 𝑇 ≥ 𝑇𝑡𝑜𝑙𝑒  On/Off 

5 On Off 𝑇 < 𝑇𝑡𝑜𝑙𝑒  On 

where 𝑇𝑡𝑜𝑙𝑒  is the tolerance temperature. 

Table 3.1 Available Control Commands 
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3. For DEWHs in Group 3: their estimated temperatures are less than their lower limits, 

and their relays are on. On-signals can be kept sending to these DEWHs to let heat 

them, which helps to avoid control DEWHs frequently.  

 

4. For DEWHs in Group 4: their estimated temperatures are not less than their 

tolerance temperatures (𝑇 ≥ 𝑇𝑡𝑜𝑙𝑒), and their relays are off. On-signals or off-signals 

can be sent to these DEWHs to control their demand.  

 

5. For DEWHs in Group 5: their estimated temperatures are less than their tolerance 

temperatures, and their relays are off.  Only on-signals are allowed to maintain the 

end-user comfort. 

 

3.3 Customer Satisfaction Prediction Index 

The temperature of a DEWH when its thermostat turns on can be estimated by Equation 

(2.16), and the DEWH can be kept on until its internal temperature reaches its upper limit. 

The whole heating duration can be estimated as: 

 
𝐷𝑓𝑢𝑙𝑙 =

(𝑇𝐻 − 𝑇𝑎𝑎)𝑐𝜌𝑉

𝑃𝑟𝑎𝑡𝑒 − 𝑤𝑐𝜌𝑉
 

(3.3) 

where 𝑃𝑟𝑎𝑡𝑒  is the rated power of the DEWH, and 𝐷𝑓𝑢𝑙𝑙  is the whole heating duration. 

Given a constant 𝑇𝑎𝑎  (which depends on large hot-water consumption activities), 𝐷𝑓𝑢𝑙𝑙 

increases with the increase of 𝑤 and the decrease of 𝑇𝑎𝑎, which means more hot-water is 
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used. As 𝑤 is small, 𝐷𝑓𝑢𝑙𝑙  is positive.  

 

As shown in Figure 3.1, the whole heating process can be represented by two parts. In the 

first part, the DEWH is heated from the minimum temperature to its lower limit; the heating 

duration in this part is denoted by 𝐷𝑝𝑎𝑟𝑡1. In the second part, the DEWH is heated from its 

lower limit to its upper limit; the heating duration in this part is denoted by 𝐷𝑝𝑎𝑟𝑡2.  

 𝐷𝑓𝑢𝑙𝑙 = 𝐷𝑝𝑎𝑟𝑡1 +𝐷𝑝𝑎𝑟𝑡2 (3.4) 

 

 

 Figure 3.1 Temperature and power demand during a heating duration 
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According to Equation (3.2), the durations 𝐷𝑝𝑎𝑟𝑡1 and 𝐷𝑝𝑎𝑟𝑡2 can be calculated by: 

 

{
 
 

 
 𝐷𝑝𝑎𝑟𝑡1 =

(𝑇𝐿 − 𝑇𝑎𝑎)𝑐𝜌𝑉

𝑃𝑟𝑎𝑡𝑒 − 𝑤𝑐𝜌𝑉

𝐷𝑝𝑎𝑟𝑡2 =
(𝑇𝐻 − 𝑇𝐿)𝑐𝜌𝑉

𝑃𝑟𝑎𝑡𝑒 − 𝑤𝑐𝜌𝑉

 (3.5) 

 

Note that 𝐷𝑝𝑎𝑟𝑡1 and 𝐷𝑝𝑎𝑟𝑡2 are dependent on the temperature drop weight w. When there 

are no shower or bath activities (with large hot-water consumption in a short period), the 

internal temperature remains no lower than its lower limit and 𝐷𝑝𝑎𝑟𝑡1 is zero.  

 

Five hot-water consumption activities are conducted on an actual DEWH using consumed 

volumes of 0 liters, 7 liters, 15 liters, 35 liters, and 45 liters, respectively. The five activities 

are initiated after the DEWH reaches its lower limit, and the start temperatures are set to 

45 °C (the Consumer Product Safety Commission recommends setting the DEWH 

temperature at no more than 49°C to prevent scalding in America [84]). The electricity 

costs are lower with a lower setpoint, because of the reduction in the standby heat loss. As 

the temperature of water in a DEWH is distributed from high on top to low at bottom, the 

outlet temperature is high enough to prevent bacteria growth [39] [85]. Figures 3.2 and 3.3 

show the corresponding currents and temperatures, indicating that the required heating 

duration has a direct relationship with the consumed volume of hot-water activities. More 

hot-water consumption requires a longer heating duration, which causes a lower minimum 

temperature.  
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The end-user comfort is directly related to the temperature of a DEWH, and thus the hot-

water consumption and heating duration. To consider the effects of the subsequent hot-

water consumption and heating duration, CSPI as presented in Equation (3.6), is proposed 

to sort the priority of the investigated DEWHs for controls. 

 

 Figure 3.3 Temperature of the DEWH during each case study 

Figure 3.2 Current of the DEWH during each case study 
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𝐶𝐶𝑆𝑃𝐼,𝑖
 =

𝐷𝑐𝑢𝑚,𝑖
 − 𝐷𝑝𝑎𝑟𝑡1,𝑖
𝐷𝑝𝑎𝑟𝑡2,𝑖

 (3.6) 

where 𝐷𝑐𝑢𝑚,𝑖
 is the cumulative heating duration for the 𝑖𝑡ℎ DEWH since the thermostat is 

turned on, and 𝐷𝑝𝑎𝑟𝑡1,𝑖 and 𝐷𝑝𝑎𝑟𝑡2,𝑖 are the required heating durations of the DEWH. 

 

The 𝐶𝐶𝑆𝑃𝐼
  increases during heating. When 𝐷𝑐𝑢𝑚 < 𝐷𝑝𝑎𝑟𝑡1 , 𝐶𝐶𝑆𝑃𝐼

 is negative, indicating 

that the estimated temperature is lower than the lower limit. When 𝐷𝑐𝑢𝑚 > 𝐷𝑝𝑎𝑟𝑡1, 𝐶𝐶𝑆𝑃𝐼
  

is positive, indicating that the estimated temperature is higher than the lower limit. When 

𝐷𝑐𝑢𝑚 = 𝐷𝑓𝑢𝑙𝑙 , 𝐶𝐶𝑆𝑃𝐼
  reaches its maximum value which is 1, indicating that the estimated 

temperature is equal to the upper limit. When 𝐷𝑐𝑢𝑚 = 0, 𝐶𝐶𝑆𝑃𝐼
  is the minimum. Combine 

Equations (3.5) and (3.6), the minimum 𝐶𝐶𝑆𝑃𝐼
  is: 

 
𝑚𝑖𝑛𝐶𝐶𝑆𝑃𝐼,𝑖 = −

𝑇𝐿𝑖 − 𝑇𝑎𝑎,𝑖
𝑇𝐻𝑖 − 𝑇𝐿𝑖

 (3.7) 

where 𝑇𝐻𝑖 and 𝑇𝐿𝑖 are the upper and lower temperature limits of the 𝑖𝑡ℎ DEWH, and 𝑇𝑎𝑎,𝑖 

is the estimated temperature of the DEWH after an identified activity. 

 

From Equation (2.16), 𝑇𝑎𝑎 is decreased with the increase of consumed volume of the large 

hot-water consumption activity (shower or bath). Knowing 𝐶𝐶𝑆𝑃𝐼
  is decreased with 𝑇𝑎𝑎 

according to Equations (3.5) - (3.7), we conclude that the 𝐶𝐶𝑆𝑃𝐼
  reflects the effect of the 

hot-water consumption. 

 

An example is presented in Figure 3.4 to show 𝐶𝐶𝑆𝑃𝐼
  during the heating duration. In the 

example, 45 liter hot-water is drawn out in 9 minutes with a flow rate of 5 lpm. When the 
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DEWH thermostat turns on, 𝐶𝐶𝑆𝑃𝐼
  is the minimum. It increases during heating with a linear 

slope. 𝐶𝐶𝑆𝑃𝐼
  reaches its maximum value when the thermostat turns off. 

 

When the DEWH is turned off by control actions, it stops consuming electricity power 

from power systems. The internal temperature drops due to the hot-water consumption and 

standby heat loss, which increases the required heating time. As shown in Figure 3.5, the 

cumulative heating time (𝐷𝑐𝑢𝑚
 ) for the whole heating duration is 𝐷𝑝𝑎𝑟𝑡1 +𝐷𝑝𝑎𝑟𝑡2 + 𝐷𝑎𝑑𝑑, 

which is more than that in Figure 3.1 (𝐷𝑝𝑎𝑟𝑡1 + 𝐷𝑝𝑎𝑟𝑡2).  𝐷𝑎𝑑𝑑 is the increased heating time 

due to control actions. CSPI of the DEWH under control should be modified to incorporate 

the effect of control actions: 

 

𝐶𝐶𝑆𝑃𝐼,𝑖 =
𝐷𝑐𝑢𝑚,𝑖
 −𝐷𝑝𝑎𝑟𝑡1,𝑖 − 𝑐𝜌𝑉𝑖

𝐷𝑒𝑙𝑎𝑝,𝑖
 − 𝐷𝑐𝑢𝑚,𝑖

 

60𝑃𝑟𝑎𝑡𝑒,𝑖
𝑤𝑖

𝐷𝑝𝑎𝑟𝑡2,𝑖
 

(3.8) 

where 𝐷𝑒𝑙𝑎𝑝,𝑖
  is the time elapsed of the 𝑖𝑡ℎ DEWH since the thermostat is turned on, and 

 

 

Figure 3.4 Example of an activity 
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𝐷𝑒𝑙𝑎𝑝,𝑖
 ≥ 𝐷𝑐𝑢𝑚,𝑖

  . If the DEWH is never controlled off by the relay, 𝐷𝑒𝑙𝑎𝑝,𝑖
 = 𝐷𝑐𝑢𝑚,𝑖

 . As 

shown in Figure 3.5, the DEWH temperature is heated to 𝑇 when the time elapsed is 𝐷𝑒𝑙𝑎𝑝 

, the cumulative heating duration𝐷𝑐𝑢𝑚  is equal to 𝐷𝑝𝑎𝑟𝑡1 +𝐷ℎ𝑒𝑎𝑡2, and 𝐷𝑒𝑙𝑎𝑝 > 𝐷𝑐𝑢𝑚. 

 

When the thermostat stays on and a new hour begins, the hourly hot-water demand 

changes. The estimated temperature and flow rate are updated with the proposed state 

estimation method in Chapter 2. Whereby, weight w,  𝐷𝑝𝑎𝑟𝑡1 , 𝐷𝑝𝑎𝑟𝑡2  and 𝐶𝐶𝑆𝑃𝐼
  can be 

updated in the above equations as well. 

 

Figure 3.5 Temperature and power demand with control actions 
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3.4 Proposed Peak Shaving Algorithm 

Based on the CSPI, a control algorithm for peak shaving is introduced, and the pseudocode 

of the proposed algorithm is shown in Figure 3.6. The detailed process is as follows: 

 

Step 1. The states of DEWHs are estimated based on the variations from smart meter data. 

𝑺 = {𝑠1
𝑘 , 𝑠2

𝑘 , … , 𝑠𝑁
𝑘} represents DEWHs’ states, where N is the total number of 

DEWHs, 𝑠𝑖
𝑘  is the state of the 𝑖𝑡ℎ DEWH at the 𝑘𝑡ℎ sample, and 𝑠𝑖

𝑘 = 0 when the 

DEWH is off or 𝑠𝑖
𝑘 = 1  when the DEWH is on. The thermostats’ state 𝑴 =

{𝑇ℎ𝑚1
𝑘, 𝑇ℎ𝑚2

𝑘, … , 𝑇ℎ𝑚𝑁
𝑘 } can be identified by DEWHs and their relays states, as 

shown in Chapter 2. 𝑇ℎ𝑚𝑖
𝑘  is the thermostat state of the 𝑖𝑡ℎ  DEWH at the 𝑘𝑡ℎ 

sample, and 𝑇ℎ𝑚𝑖
𝑘 = 0  when the thermostat is off or 𝑇ℎ𝑚𝑖

𝑘 = 1  when the 

Algorithm 

1: Estimate states S and identify states of thermostats M. 

2: Update weight matrix W. 

3: Calculate heating duration 𝑫𝑘 of DEWHs. 

4: Update 𝑮𝐶𝑆𝑃𝐼
𝑘 . 

5: Select controllable DEWHs, then sort them. 

6: Generate control signals. 

7: Apply control signals CS to DEWHs. 

 

 

Figure 3.6 Pseudocode of the proposed algorithm 
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thermostat is on. 

 

Step 2. Update the weight matrix W: if the thermostats are changed or the estimated 

average flow rates are changed (in a new hour), their weights should be updated 

with Equation (3.1); else, let 𝑤𝑖
𝑘 = 𝑤𝑖

𝑘−1, where 𝑤𝑖
𝑘  is the temperature drop rate of 

the 𝑖𝑡ℎDEWH at the 𝑘𝑡ℎ sample. 

 

Step 3. Calculate heating duration 𝑫𝑘 = {𝐷𝑐𝑢𝑚,1
𝑘 , 𝐷𝑐𝑢𝑚,2

𝑘 , … , 𝐷𝑐𝑢𝑚,𝑁
𝑘 } of DEWHs with S 

and M, which can be expressed as: 

 

𝐷𝑐𝑢𝑚,𝑖
𝑘 = {

𝐷𝑐𝑢𝑚,𝑖
𝑘−1 + ∆𝑡, 𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖

𝑘 = 1&𝑠𝑖
𝑘 = 1

𝐷𝑐𝑢𝑚,𝑖
𝑘−1 ,          𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖

𝑘 = 1&𝑠𝑖
𝑘 = 0

0,                                    𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖
𝑘 = 0

 (3.9) 

where 𝐷𝑐𝑢𝑚,𝑖
𝑘  is the cumulative heating duration of the 𝑖𝑡ℎ  DEWH at 𝑘𝑡ℎ  sample 

interval, and ∆𝑡 is the time interval. 

 

Step 4. Update 𝑮𝐶𝑆𝑃𝐼
𝑘 = {𝐶𝐶𝑆𝑃𝐼,1

𝑘 , 𝐶𝐶𝑆𝑃𝐼,2
𝑘 , … , 𝐶𝐶𝑆𝑃𝐼,𝑁

𝑘 }  with Equation (3.8), 𝐶𝐶𝑆𝑃𝐼,𝑖
𝑘  is the 

CSPI of the 𝑖𝑡ℎ  DEWH at the 𝑘𝑡ℎ  sample. The elapsed time 𝑫𝑒𝑙𝑎𝑝
𝑘 =

{𝐷𝑒𝑙𝑎𝑝,1
𝑘 , 𝐷𝑒𝑙𝑎𝑝,2

𝑘 , … ,𝐷𝑒𝑙𝑎𝑝,𝑁
𝑘 } is varying with time, which can be expressed as: 

 
𝐷𝑒𝑙𝑎𝑝,𝑖
𝑘 = {

𝐷𝑒𝑙𝑎𝑝,𝑖
𝑘−1 + ∆𝑡,𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖

𝑘 = 1

0,                  𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖
𝑘 = 0

 (3.10) 

where 𝐷𝑒𝑙𝑎𝑝,𝑖
𝑘  is the elapsed time of 𝑖𝑡ℎ DEWH at the 𝑘𝑡ℎ sample. 

 

Step 5. Select controllable DEWHs with M and 𝑮𝑘, and these DEWHs can be turned off 
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to reduce the peak demand. These controllable DEWHs should be from Group 2 in 

Table 3.1. For these DEWHs in Group 2, their estimated temperature should be no 

less than their lower limits. In other words, their CSPI cannot be negative. 

 

The control signals are defined as 𝑪𝑺𝑘 = {𝐶𝑆1
𝑘, 𝐶𝑆2

𝑘, … , 𝐶𝑆𝑁
𝑘}, where 𝐶𝑆𝑖

𝑘  is the 

control signal for the 𝑖𝑡ℎ DEWH at the 𝑘𝑡ℎ sample, is presented in Equation (3.11). 

Identify the control availability of each DEWH, 𝑪 = {𝐶1
𝑘, 𝐶2

𝑘, … , 𝐶𝑁
𝑘} , with 

Equation (3.12), where 𝐶𝑖
𝑘is the control availability for the 𝑖𝑡ℎ DEWH at the 𝑘𝑡ℎ 

sample. 𝐶𝑖
𝑘 =0 indicates that the DEWH is uncontrollable, and 𝐶𝑖

𝑘 =1 represents 

controllable.  

 
𝐶𝑆𝑖

𝑘 = {
1,𝐷𝐸𝑊𝐻 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑠 𝑜𝑛 − 𝑠𝑖𝑔𝑛𝑎𝑙  
0, 𝐷𝐸𝑊𝐻 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑠 𝑜𝑓𝑓 − 𝑠𝑖𝑔𝑛𝑎𝑙

 
(3.11) 

 
𝐶𝑖
𝑘 = {

1,𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖
𝑘 = 1&𝐶𝑆𝑖

𝑘−1 = 1&𝐶𝐶𝑆𝑃𝐼,𝑖
𝑘 ≥ 0

0,                                                                  𝑒𝑙𝑠𝑒
 (3.12) 

 

            All these controllable DEWHs (𝐶𝑖
𝑘 = 1) are sorted in the ascent order of CSPI. 

Only these controllable DEWHs can be sent off-signals to reduce the demand. 

 

Step 6. Generate control actions for the controllable DEWHs to reduce demand. The detail 

process as follows: 

             

At first, for the DEWHs belonging Group 5, i.e., whose estimated temperatures are 

lower than their tolerance temperatures, their relays should be turned on to maintain 
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the end-user comfort. These DEWHs are in a set B: 

 𝑩 = (𝑪𝑺𝑘−1 == 0) ∩ (𝑪𝑺𝑷𝑰𝑘 < 𝐶𝐶𝑆𝑃𝐼,𝑡𝑜𝑙𝑒) (3.13) 

 where 𝐶𝐶𝑆𝑃𝐼,𝑡𝑜𝑙𝑒  is the tolerance CSPI for DEWHs, which can be expressed as:  

 
𝐶𝐶𝑆𝑃𝐼,𝑡𝑜𝑙𝑒 =

𝑇𝑡𝑜𝑙𝑒 − 𝑇𝐿

𝑇𝐻 − 𝑇𝐿
 (3.14) 

 

 On-signals are sent to all the DEWHs in set B, and the total demand will be 

increased. The increased demand is necessary to maintain the end-user comfort, 

and its value is: 

 
𝑃𝑏𝑎𝑐𝑘 =∑ 𝑃𝑟𝑎𝑡𝑒,𝑗

𝑏

𝑗=1
 (3.15) 

 where b is the total number of DEWHs which are in set B, and 𝑃𝑟𝑎𝑡𝑒,𝑗 is the rated 

power of 𝑗𝑡ℎ  DEWH in the set. 

 

 Then, the objective of the control algorithm is to reduce demand to achieve the 

desired demand for peak shaving, and the objective function can be written as: 

 
𝑚𝑖𝑛 |𝑃𝑜𝑏𝑗 − 𝑃𝑏𝑎𝑐𝑘 −∑ 𝑃𝑟𝑎𝑡𝑒,𝑞𝐶𝑆𝑞

𝑘
𝑝

𝑞=1
| 

(3.16)  

  𝑠. 𝑡.

{
 
 

 
 
𝐼𝑓 𝐶𝑞

𝑘 = 0, 𝐶𝑆𝑞
𝑘 = 0        

𝐼𝑓 𝐶𝑞
𝑘 = 1, 𝐶𝑆𝑞

𝑘 = 0 𝑜𝑟 1
       

𝐼𝑓 𝐶𝑆𝑞
𝑘 = 0,  𝐶𝑆𝑞+1

𝑘 = 0         

𝐼𝑓 𝐶𝑆𝑞
𝑘 = 1,  𝐶𝑆𝑞+1

𝑘 = 0 𝑜𝑟 1

 

where 𝑃𝑜𝑏𝑗 is the desired demand of DEWHs (see Equations (3.17) and (3.18) for 

details), p is the number of controllable DEWHs, and q means 𝑞𝑡ℎ DEWHs in the 

sorted list. These controllable DEWHs can be sent off-signals. The DEWHs with 
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high CSPIs can be turned off for a long period, hence, it avoids changing their relay 

states frequently. 

 

Solving the objective function to generate control signals for these controllable 

DEWHs. The detailed process is shown in Appendix I. 

 

Step 7. Apply the control actions to the DEWHs. The DEWHs in set B receive on-signals 

and the controllable DEWHs receive control signals in Step 6. Other DEWHs 

maintain their previous control signals.  

 

The desired demand of DEWHs 𝑃𝑜𝑏𝑗  is the direct objective of the control. Low peak 

demand benefits grid stability and reduces costs [86]–[88]. Hence, the peak demand is 

expected to be as low as possible. However, the available capacity of controllable DEWHs 

is limited because the DEWHs in set B must be turned on taking into account the end-user 

comfort.  

 

These desired demands determine the electrical energy from power systems to the DEWHs. 

The electrical energy converts to the thermal energy, part of which is consumed by hot-

water consumption and the rest is stored in the water in the tank. Therefore, Equation (3.17) 

holds.  

∑ 𝑃𝑜𝑏𝑗,𝑖∆𝑡
𝑓

𝑖=1
=∑ ∑ 𝑄𝑐𝑜𝑚,𝑖,𝑗

𝑁

𝑗=1

𝑓

𝑖=1
+ 𝑐𝜌∑ 𝑉𝑗(𝑇𝑒𝑛𝑑,𝑖 − 𝑇𝑠𝑡𝑎𝑟𝑡,𝑗)

𝑁

𝑗=1
 (3.17) 
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𝑠. 𝑡. {
𝑇𝑖𝑛,𝑗 ≤ 𝑇𝑠𝑡𝑎𝑟𝑡,𝑗 ≤ 𝑇𝐻𝑗
𝑇𝑡𝑜𝑙𝑒,𝑗 ≤ 𝑇𝑒𝑛𝑑,𝑗 ≤ 𝑇𝐻𝑗

 

where 𝑖 is the 𝑖𝑡ℎ  sampling interval, f is the total number of sampling intervals during 

control, ∆𝑡 is the time interval, and 𝑄𝑐𝑜𝑚 is the thermal energy consumed by the hot-water 

consumption activity and standby heat loss during a sampling interval. 𝑉𝑗  is the tank 

volume of the 𝑗𝑡ℎ  DEWH, 𝑇𝑠𝑡𝑎𝑟𝑡,𝑗 is the start temperature, which should be between the 

upper limit and the cold-water temperature. 𝑇𝑒𝑛𝑑,𝑗  is the temperature after controls, which 

should be between the upper limit and the tolerance temperature. 

 

During the peak shaving control, the required electrical energy will be increased after peak 

periods due to the requirement of the end-user comfort. Such a natural response to the 

control is called payback effect [89]–[91]. To reconcile the potential payback effect, 

constraints (3.18) for 𝑃𝑜𝑏𝑗  should be satisfied:  

{
 
 

 
 ∑ 𝑃𝑜𝑏𝑗,𝑖∆𝑡

𝑓

𝑖=1
≤∑ ∑ 𝑄𝑐𝑜𝑚,𝑖,𝑗

𝑁

𝑗=1

𝑓

𝑖=1
+ 𝑐𝜌∑ 𝑉𝑗(𝑇𝐻𝑗 − 𝑇𝑖𝑛,𝑗)

𝑁

𝑗=1

∑ 𝑃𝑜𝑏𝑗,𝑖
𝑓

𝑖=1
∆𝑡 ≥∑ ∑ 𝑄𝑐𝑜𝑚,𝑖,𝑗

𝑁

𝑗=1

𝑓

𝑖=1
+ 𝑐𝜌∑ 𝑉𝑗(𝑇𝑡𝑜𝑙𝑒,𝑗 − 𝑇𝐻𝑗)

𝑁

𝑗=1

 (3.18) 

 

If 𝑃𝑜𝑏𝑗 is unreasonable (i.e., if all the DEWHs are controlled off for a long duration), the 

payback effect may lead to an undesired new peak after controls.  

 

The DEWH which has more thermal energy stored in the tank could contribute more to 

peak shaving. Hence, sufficiently heating the DEWH before peak periods is favorable. 

When all the DEWHs are fully heated, 𝑃𝑜𝑏𝑗 is the minimum. 
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3.5 Case Study Results 

In this section, the proposed algorithm is tested using 20,000 DEWHs (19,999 simulated 

DEWH models and the actual DEWH). Table 3.2 summarized the parameters of DEWHs. 

The DEWHs are divided into five types, each type has 4,000 DEWHs with two kinds of 

temperature settings (each setting has 2,000 DEWHs). The temperature setpoints are 

different in different areas, such as 52°C in American, 60 °C in Canada [92]. But, the 

Consumer Product Safety Commission recommends setting the temperature at no more 

than 49°C to prevent scalding in America [84]. Based on the recommendations, two 

 

Type TL(°C) TH(°C) 𝑃𝑟𝑎𝑡𝑒  (W) V (L) 

1 45 50 3000 160 

1 50 55 3000 160 

2 45 50 3000 200 

2 50 55 3000 200 

3 45 50 4500 279 

3 50 55 4500 279 

4 45 50 6000 320 

4 50 55 6000 320 

5 45 50 9000 455 

5 50 55 9000 455 

 

Table 3.2 Parameters of DEWHs in Case Study 
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different deadbands (45°C to 50°C, and 50°C to 55°C) are used for the investigation in the 

thesis. 

 

The simulated models are based on Equation (2.6). Figure 3.7 shows a comparable heating 

performance between a real DEWH and a simulated one which has the same parameters 

(tank volume, rated power, lower and upper temperature limits). The minimum 

temperatures affect the end-user comfort, and are approximately equal in the figure. The 

differences between the real and the simulated DEWHs are caused by measurement noises, 

the internal water flow (when cold-water enters the DEWH, there will be water 

convection), and variations of the voltage [93]. The differences are small, which validates 

the simulated models. 

The hot-water consumption data is generated by the CREST model [81] that was used in 

Section 2.5. The hot-water consumption data for each DEWH is selected based on the 

number of residents. The number of residents varies from 1 to 5 in the model, the more the 

residents in the house, the larger the DEWH tank to prepare enough hot-water for each 

 

 Figure 3.7 Comparison of the real DEWH and its simulated model 
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user. Therefore, the hot-water consumption of the DEWH varies. Normally, the 

consumption increases with the number of residents [63], [65], [66]. Hence, there have 

many different patterns in the generated hot-water consumption data. 

 

Figure 3.8 shows the total hot-water consumption of all DEWHs for three workdays. In 

each day there are two demand peaks: the morning peak and the evening peak. The hourly 

hot-water consumption patterns are estimated based on the probabilities in the CREST 

demand model. 

 

In this thesis, the investigated high demand peak periods are from the “time-of-day” (TOD) 

policy of Nova Scotia Power (NS Power), Canada, which defines peak periods as being 

from 7 am to 12 pm, and 4 pm to 11 pm every weekday [94].  

 

The simulated DEWH model has a 10-second time resolution. The time resolution of the 

proposed control algorithm is one minute which is practical for real-world power systems. 

 

 Figure 3.8 Hot-water consumption of the DEWHs system in three workdays 
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3.5.1 Peak Shaving 

Figure 3.9 shows the electric power consumption results of the DEWHs system. The 

‘Original’ line is the power demand without any control, which is called the original case 

in the thesis. The peak demand is about 21.8 MW (the total rated power of DEWHs is 102 

MW) during the morning peaks and 9.6 MW during the evening peaks. 

 

The ‘Controlled’ line is the power demand with the proposed control algorithm. The 

morning peak is about 16.6 MW (first day) and 16 MW (subsequent days), while the 

evening peak is about 6.6 MW. Only those DEWHs whose thermostats are on can be 

controlled off for peak shaving. The number of the controllable DEWHs is limited at the 

beginning, and therefore the available peak shaving capacity is limited. Hence, as shown 

in Figure 3.9, the peak shaving capacity of the first day is smaller than the subsequent days.  

 

 
Figure 3.9 Power consumption of the DEWHs system 



 

87 

 

On average, the proposed algorithm achieves the peak load reduction by 5.23 MW (24% 

of the morning peak demand in the original case) for the morning peaks and 3 MW (31.3% 

of the evening peak demand in the original case) for the evening peaks. 

 

A direct temperature feedback control (DTFC) method [22] is employed to compare with 

the proposed algorithm, its annotation is ‘DTFC’ in the figures. The DTFC method has 

been implemented in practice for pilot projects, and the temperature information is used to 

select control actions. The end-user comfort can be maintained by temperature 

measurements of DEWHs in the DTFC, which makes the DTFC a good benchmark for 

providing the performance of the proposed algorithm in this thesis. The peak shaving 

ability of the DTFC is similar to the proposed algorithm. The “Objective” in Figure 3.9 is 

the desired curve for control algorithms. 

 

The measurements of hourly electricity consumption for the original case, the DTFC, and 

the proposed algorithm are shown in Figure 3.10. The peak shaving methods aim at shifting 

electricity consumption from peak periods without affecting end-users. Therefore, the 

thermal energy consumed by hot-water consumption activities is not changed by control 

actions. Hence, the total electricity consumption should be approximately equal as shown 

in Figure 3.10. 

 

Table 3.3 is the consumed electricity of each case during different periods. The peak 

shaving algorithms reduce the peak demand by shifting it to standard and off-peak periods. 

With the TOU electricity price of NS Power, the daily electricity cost saving by the 
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proposed algorithm and the DTFC is more than $ 1,000 per day (the electricity cost is about 

$ 25,000 per day in the original case). Furthermore, some jurisdictions have a punitive rate 

structure (when the peak demand exceeds a threshold value, a penalty will be imposed) 

[95], [96]. With the reduction of peak demand, the penalty may be avoided by the proposed 

algorithm, resulting in attractive economic benefits.  

 

In this thesis, three temperature zones are used to show the comfort levels and available 

power shifting capacity. The three temperature zones are defined as: a) Zone 1, where the 

temperature of a DEWH is between its upper and lower limit; b) Zone 2, where the DEWH 

temperature is between its lower limit and the tolerance temperature; and c) Zone 3, where 

the DEWH temperature is lower than its tolerance temperature. The end-user comfort will 

be satisfied when the DEWH temperature is maintained in Zone 1 or Zone 2. Meanwhile, 

if the DEWH temperature drops to Zone 3, the end-user comfort may be affected. Large 

hot-water consumption during a short period will cause significant temperature drops, 

 

 
Figure 3.10 Hourly electricity consumption 
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which may lead to DEWH temperature down to Zone 3. Hence, the DEWH temperature in 

Zone 3 is undesired but unavoidable in practical applications [76]. 

 

For a DEWH without any control actions, the temperature will be maintained in Zone 1 for 

most of the time. If more DEWHs can be controlled to maintain their temperatures in Zone 

2, more controllable capacity for peak shaving can be provided.  DEWHs in Zone 3 are not 

used to provide peak shaving services. Therefore, the total controllable capacity for peak 

shaving is highly dependent on the DEWHs in Zone 1 and Zone 2. 

 

 

 M-Peak  

(MWh) 

Standard 

(MWh) 

E-Peak 

(MWh) 

Off-Peak 

(MWh) 

Day 1 

Original 56.26 11.77 53.05 20.58 

Controlled 54.40 16.11 42.57 19.87 

DTFC 54.81 17.79 41.70 19.59 

Day 2 

Original 55.15 12.42 52.34 21.47 

Controlled 53.70 12.67 43.33 32.00 

DTFC 54.59 17.72 41.79 23.38 

Day 3 

Original 55.45 12.22 52.43 21.50 

Controlled 53.70 12.57 43.22 32.55 

DTFC 54.63 18.50 41.71 27.38 

NS Power defines peak time from 7 am to 12 pm (M-Peak) and 4 pm to 11 pm (E-peak), standard 

time from 12 pm to 4 pm, and off-peak time from 11 pm to 7 am. 

M-peak here is from 7am to 12 pm, E-peak here is from 4 pm to 11pm. 

 

Table 3.3 Electricity Consumption 
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The percentages of DEWHs in Zone 2 for three cases are shown in Figure 3.11. The 

proposed algorithm and the DTFC make more DEWHs operated in Zone 2 than the original 

case during the peak periods. In all cases, the percentages of DEWHs in Zone 2 are limited 

during standard and off-peak periods. This is so because the proposed control method 

allows DEWHs to keep heating until they are automatically turned off by their thermostats.  

 

When the relay is on, the state of a DEWH is switched from on to off when its temperature 

reaches its upper limit. At this instant, the estimated temperature can be reset to its upper 

limit, and the previous estimation error is deleted, which will help to eliminate the 

cumulative estimation errors caused by unexpected activities. When the relay is on, the 

state of the DEWH is switched from off to on when its temperature reaches its lower limit. 

At this instant, the estimated temperature can be reset to its lower limit. By the two 

adjustments, the DEWH state estimation can be calibrated.  

 

 

 Figure 3.11 Percentage of DEWHs in Zone 2 during each hour 
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3.5.2 End-User Comfort 

The end-user comfort is the most important constraint for the DLC [97], and it can be 

represented and analyzed with the temperature of DEWHs. 

 

Figure 3.12 shows the percentages of DEWHs that are in Zone 3 in different cases. 

Compared with the percentages of the original case, the proposed method slightly increases 

the maximum percentage, but they are very close in most of the times. Hence, the end-user 

comfort is well maintained by the proposed algorithm. As the DTFC does not consider hot-

water consumption, the percentage increase is more than that of the proposed algorithm. 

The proposed algorithm is better than the DTFC method. 

 

Figure 3.13 shows the maximum temperature drop of the DEWHs for each case. The 

maximum temperature drop is defined as the minimum temperature minus its lower limit. 

It is noteworthy that the temperature can drop beyond the lower limit when heavy hot-

 

 
Figure 3.12 Percentage of DEWHs in Zone 3 during each hour 
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water consumption activities occur in a short period. 

 

The worse situations are the same in Figure 3.13. The minimum temperature with the 

proposed control algorithm is the same as the minimum temperatures in the original case 

and in the DTFC case. Hence, the proposed algorithm has no additional damaging impact 

on the end-user comfort. 

 

Figure 3.14 shows the CSPI of an DEWH during control. The tolerance temperature for 

the DEWH is 45 °C. There only two durations when the DEWH is in Zone 3 (the same for 

the controlled case and the original case), but the DEWH is heating (as the shown in the 

DEWH state). Hence, the CSPI can provide references for control. When the CSPI is lower 

than the tolerance value (-1 in Figure 3.14), the DEWH is turned on to maintain the end-

user comfort; and the DEWH can be turned off until the CSPI is positive. Based on the 

 

 
Figure 3.13 Maximum temperature drops of the DEWHs system 



 

93 

 

thermostat state (Thm in Figure 3.14) and DEWH state, the DEWH is controllable only 

when its thermostat is on. When the thermostat is off, the DEWH is uncontrollable (the 

CSPI is adjusted to 1). 

 

In summary, the proposed algorithm is better than the benchmarking DTFC method in 

terms of maintaining the end-user comfort, without the requirement for temperature 

measurements. 

 

3.5.3 Randomness of Human Behaviors 

The actual hot-water consumption may exceed the patterns due to the unexpected hot-water 

consumption caused by random human behaviors. The unexpected consumption will affect 

the accuracy of the weight matrix W, and could lead to undesired temperature drop that 

negatively affects the end-user comfort. The proposed algorithm inherently mitigates the 

 

 
Figure 3.14 A DEWH information during control 
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impact through two mechanisms: a) the worst case assumptions for the estimation of hot-

water consumption in Section 2.3.3; b) the estimated temperature adjustments as presented 

in the last paragraph of Section 3.5.1.  

 

There are many DEWHs whose hot-water consumption are higher than their patterns in the 

previous case study of peak shaving. The volume of unexpected consumption is defined 

as:  

 𝑉𝑢𝑛 = 𝑉𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑉𝑝𝑎𝑡𝑡𝑒𝑟𝑛 (3.19) 

where 𝑉𝑢𝑛 is the volume of the unexpected hot-water consumption, 𝑉𝑎𝑐𝑡𝑢𝑎𝑙  is the volume 

of actual hot-water consumption, and 𝑉𝑝𝑎𝑡𝑡𝑒𝑟𝑛  is the volume of hourly hot-water 

consumption. Figure 3.15 shows the maximum volume of the unexpected hot-water 

consumption of all the DEWHs in the case study. The maximum volume of the unexpected 

hot-water consumption is from 30 liters to 85 liters, which is high enough for the most 

intense water uses like bath or shower. 

 

 

Figure 3.15 Maximum hot-water consumption excessive of the patterns 
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Figure 3.16 shows that the hot-water consumption of more than 7% DEWHs exceeds their 

patterns during peak periods. 

 

Section 3.5.2 has shown the success in maintaining the end-user comfort. It can be 

concluded that the proposed algorithm performs well with the two mechanisms that 

mitigate the unexpected impact of random human behaviors, which is important for the 

implementation of the proposed algorithm in practice. 

 

Furthermore, the defined tolerance temperature values are lower than the lower limit of a 

DEWH, but are still higher than the acceptable temperature for the human body (40 °C 

[98]). The acceptable scenario at worst is that the DEWH’s outlet water temperature is 

equal to the acceptable temperature. Hence, using the tolerance temperature can secure the 

end-user comfort with an additional volume of hot-water consumption above of that of the 

 

 Figure 3.16 Percentage of DEWHs whose hot-water consumption exceeds patterns 
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acceptable scenario. The additional volume can be calculated by: 

 
𝑉𝑎𝑑𝑑 =

𝑉(𝑇𝑡𝑜𝑙𝑒 − 𝑇𝑏𝑜𝑑𝑦)

𝑇𝑡𝑜𝑙𝑒 − 𝑇𝑖𝑛
 (3.20) 

where 𝑇𝑏𝑜𝑑𝑦 is the acceptable temperature for the human body and is equal to 40 °C [71] 

[98]. Then the available volume of hot-water is about 10% to 20% of the tank volumes of 

DEWHs.  

 

Thus, it is tenable to conclude that the proposed control algorithm can maintain the end-

user comfort with random human behaviors. 

 

3.6 Conclusion 

In this chapter, a control algorithm without temperature measurements is proposed for peak 

shaving. A time-variant weight matrix is generated based on the state estimation method 

presented in Chapter 2, and is used to consider the subsequent hot-water consumption. 

Based on the weight matrix, CSPI is employed to evaluate the control priority of DEWHs.  

 

The case study presented in Section 3.5 illustrates that the proposed algorithm is able to 

reduce peak demands significantly even without any temperature measurement. The 

morning peaks are reduced by 24% while the evening peaks are reduced by 31.3%. The 

proposed algorithm outperforms the DTFC method in terms of the end-user comfort.  

 

The proposed control method can tackle the negative impact of random human behaviors 
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on end-user comfort with two inherent mechanisms: the worst case assumptions and the 

estimated temperature adjustments. The results validate the effectiveness.   
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4 Frequency Control 

 

4.1 Introduction 

With the increasing penetration of volatile RERs [25], more ancillary services are required 

in power systems to maintain the generation/load balance. Frequency control is an 

important kind of ancillary services. Frequency control services are mainly from on-line 

generators, whereas flexible loads can in principle provide these services, too. With the 

large thermal energy storage capacities, DEWHs can not only be used to provide peak 

shaving services but also can be used to provide frequency control services. 

 

In power systems, a power mismatch between generation and load leads to a grid frequency 

deviation. The frequency decreases when the generation is lower than the demand, and it 

increases when the generation is higher than the demand. If there is no frequency control 

service for the power mismatch, the grid frequency diverges until a critical point, resulting 

in a blackout. Hence, frequency control is necessary for power systems. In traditional 

power systems, the power mismatch can be eliminated by the control of generation.  

 

Generally, three levels of frequency control are used, primary, secondary, and tertiary 

control. The three levels of frequency are shown in Figure 4.1 [99]. The primary frequency 

control (PFC) is activated immediately when a frequency deviation occurs, which 

maintains the stability of the power system. Then the secondary frequency control (SFC) 

takes over to restore the grid frequency to the nominal value, and the consumed reserves 
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by the PFC are released. If the grid frequency is not restored after the SFC, the tertiary 

frequency control is required. The tertiary frequency control is used to restore the 

frequency and release the reserves that are consumed by the PFC and SFC. 

 

PFC is the first active response of resources to arrest the grid frequency deviations. 

Governors for PFC are continuously active, automatic, not driven by a centralized system, 

and respond instantaneously (in seconds). PFC adapts generation proportionally to the 

frequency deviation from the nominal grid frequency, thereby maintaining the grid 

frequency within permissible limits while a steady-state frequency deviation remains. The 

steady-state deviation is governed by the mismatch and characteristics of the power system 

[99]. 

 

SFC is employed to eliminate the steady-state deviation. SFC has a central controller to 

modify the active power, aiming at restoring the grid frequency to its nominal value [99]. 

 

 Figure 4.1 Frequency control in power systems 
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SFC operates slower than the PFC, in a timeframe of minutes. The actions of SFC will take 

place continually in response to minor frequency deviations and power mismatches. 

 

When the grid frequency cannot be restored to its nominal value. In this case, the tertiary 

frequency control service is required. The tertiary control is any automatic or manual 

change in the working points of the participating generating units. Hence, the tertiary 

control can be regarded as optimal switching problems [100], which is not considered in 

this thesis. Due to the delays of more than seconds in communications and controls of 

DEWHs, DEWHs are employed to provide the SFC services in this thesis. 

 

When the SFC is provided, the grid frequency is restored to its nominal value by steering 

the area control error (ACE) to zero. ACE is the difference between scheduled and actual 

electrical generation within a control area in the power system, taking frequency bias into 

account. The ACE can be expressed as: 

 𝐴𝐶𝐸 = 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − 𝑃𝑝𝑟𝑜𝑔𝑟𝑎𝑚 +𝐾(𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − 𝑓𝑜) (4.1) 

where ACE is the area control error, 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒 is the sum of the instantaneous measured 

active power, 𝑃𝑝𝑟𝑜𝑔𝑟𝑎𝑚  is the resulting programmed exchange with all the neighboring 

control areas, K is the K-factor of the control area in MW/Hz, 𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒  is the measured 

frequency of the control area, and 𝑓𝑜 is the nominal frequency. 

 

If the 𝐴𝐶𝐸 is positive, the generation is higher than the load and should be decreased to 

provide frequency control services. If the 𝐴𝐶𝐸  is negative, the generation should be 
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increased. To make 𝐴𝐶𝐸  be zero, SFC resources should provide a desired correcting 

power, which can be written as: 

 ∆𝑃 = −𝛽 ∙ 𝐴𝐶𝐸 −
1

𝑇𝑟
∫𝐴𝐶𝐸 𝑑𝑡 (4.2) 

where 𝛽 is the proportional factor of SFC in the control area, and 𝑇𝑟 is the integration time 

constant of the secondary controller in the area. 

 

Traditionally, frequency control services are provided through the generation-following-

load paradigm. Nowadays, the frequency control can also be achieved by load controls. If 

the desired correcting power is positive, the load demand should be decreased. If the 

desired correcting power is negative, the load demand should be increased.  

 

To respond to the desired correcting power, several reserve products in the electricity 

market should be chosen through bidding. These providers offer their reserves for 

frequency control [22]. Typically, the providers are remunerated separately for the 

accepted reserve capacity in the auction or the requested reserve energy by the SO.  

 

In this thesis, DEWHs are aggregated as a virtual frequency control provider (VFCP). The 

VFCP is an SFC provider in the power system, bidding and providing SFC as an individual 

entity. If the desired correcting power is positive, the VFCP provides the SFC by 

decreasing its demand. If the desired correcting power is negative, the VFCP provides the 

SFC by increasing its demand. 
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The chapter is organized as follows. In Section 4.2, the VFCP framework is presented, and 

the available capacity of the VFCP is analyzed. The available energy level (AEL) model 

of the VFCP is also presented in this section. The proposed algorithms are described in 

Section 4.3. The frequency control services are implemented for different cases in Section 

4.4 to show the frequency control performances with the VFCP. Last, Section 4.5 

concludes this chapter. 

 

4.2 Virtual Frequency Control Provider 

The VFCP consists of a number of DEWHs, a centralized controller, and a capacity 

calculator. The framework of the VFCP is shown in Figure 4.2. The meter of each house 

is used to measure the total domestic power consumption. The power consumption of each 

house is sent to the capacity calculator, the DEWH state can be identified by the 

identification methods in [67], [76]. The capacity calculator is used to generate the 

available capacity for frequency control. The available capacity will be sent to the SO. The 

control signals are generated by the controller to respond to the requirement (desired 

correcting power) from the SO. The requirement should not be higher than the available 

capacity. The control signals are sent to each external relay to control DEWHs in the VFCP. 

 

A baseline is introduced to represent the power demand of the VFCP without control. The 

baseline can be forecasted through some typical methods [31], [101], [102]. When the 

VFCP power is controlled lower than the baseline, the process can be regarded as the 
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discharging process of a battery. When the VFCP power is higher than the baseline, the 

process is considered as the charging process of a battery.  

 

Although the energy stored in the VFCP is related to the thermal energy stored in DEWHs, 

the estimated temperature cannot be used to show the available capacity for frequency 

control directly. Because the thermostats are uncontrollable for conventional DEWHs, only 

these DEWHs whose thermostats are on can be controlled to provide frequency control 

services. These DEWHs whose thermostats are off cannot be controlled; hence, they can 

be regarded as fully heated, and their AELs are 1. Then the AEL of each DEWH in the 

VFCP can be expressed as: 

 

 
Figure 4.2 Framework of the VFCP 
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𝐴𝐸𝐿𝑖(𝑡) = {

1,                    𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖(𝑡) = 0

𝑇𝑖(𝑡) − 𝑇𝐿𝑖
𝑇𝐻𝑖 − 𝑇𝐿𝑖

, 𝑤ℎ𝑒𝑛 𝑇ℎ𝑚𝑖(𝑡) = 1
 (4.3) 

where 𝐴𝐸𝐿𝑖(𝑡) is the available energy level of the 𝑖𝑡ℎ DEWH at time 𝑡, 𝑇 is the estimated 

temperature of the DEWH,  𝑇𝐿 is the lower limit, 𝑇𝐻 is the upper limit, and 𝑇ℎ𝑚 is the 

thermostat state, 𝑇ℎ𝑚 = 1 when the thermostat is on or 𝑇ℎ𝑚 = 0 when the thermostat is 

off. 

 

The maximum AEL of a DEWH is 1, and the minimum value may be negative (the 

temperature can be lower than the lower limit, as shown in Chapter 2 and Chapter 3). The 

tank sizes and rated power of DEWHs in the VFCP are different, the heating duration and 

consumed electrical energy are also different. The 𝐴𝐸𝐿𝑉𝐹𝐶𝑃 of the VFCP is: 

 
𝐴𝐸𝐿𝑉𝐹𝐶𝑃(𝑡) =

∑ 𝐴𝐸𝐿𝑖(𝑡)𝑉𝑖/𝑃𝑟𝑎𝑡𝑒,𝑖
𝑁
𝑖=1

∑ 𝑉𝑖/𝑃𝑟𝑎𝑡𝑒,𝑖
𝑁
𝑖=1

 (4.4) 

where 𝑁 is the total number of DEWHs in the VFCP, 𝑖 means the 𝑖𝑡ℎ  DEWH, 𝑉 is the 

volume of the DEWH tank, and 𝑃𝑟𝑎𝑡𝑒 is the rated power of the DEWH.  

 

These DEWHs with AEL values (0≤AELs<1) can be turned off to reduce the VFCP power. 

If a DEWH relay has been controlled off and its AEL reaches 𝐴𝐸𝐿𝑡𝑜𝑙𝑒  (𝐴𝐸𝐿𝑡𝑜𝑙𝑒 =
𝑇𝑡𝑜𝑙𝑒−𝑇𝐿

𝑇𝐻−𝑇𝐿
, 

where 𝑇𝑡𝑜𝑙𝑒  is the tolerance temperature), the relay must be turned on to maintain the end-

user comfort. The available control actions are related to the AEL of a DEWH and its relay 

state, as illustrated in Figure 4.3: 
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1) Group 1: DEWHs whose relays are on and their 𝐴𝐸𝐿𝑠 > 0. These DEWHs can 

be turned off to reduce the VFCP demand or kept on. 

2) Group 2: DEWHs whose relays are on and AELs are not positive. These DEWHs 

must be kept on avoid control DEWHs frequently. 

3) Group 3: DEWHs whose relays are off and AELs are higher than a threshold. 

These DEWHs can be turned on to increase the VFCP demand or kept off. 

4) Group 4: DEWHs whose relays are off and AELs are not higher than the 

threshold. These DEWHs must be turned on to maintain the end-user comfort. 

 

The available capacity of the VFCP for frequency control is dependent on the DEWHs’ 

states and their relay states. The SO requires frequency control services should not exceed 

the available capacity. The SO sends the desired correcting power to the VFCP. The desired 

 

Figure 4.3 Available control action relates to AEL and relay state 
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correcting power can be positive, zero, or negative. The positive desired correcting power 

requires the VFCP to decrease its demand (ramp-down), and the negative desired 

correcting power requires the VFCP to increase its demand (ramp-up).  

 

The VFCP power is: 

 
𝑃𝑉𝐹𝐶𝑃(𝑡) =∑ 𝑃𝑟𝑎𝑡𝑒,𝑙

𝑔1(𝑡)

𝑙=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑘

𝑔2(𝑡)

𝑘=1
 (4.5) 

where 𝑔1 𝑎𝑛𝑑 𝑔2 are the numbers of DEWHs in Group 1 and Group 2. 𝑙 means the 𝑙𝑡ℎ 

DEWH in Group 1, and 𝑘 means the 𝑘𝑡ℎ DEWH in Group 2. 

 

The ramp-up power reaches the maximum when all the DEWHs in Group 1, Group 2, 

Group 3, and Group 4 have received on-signals. The maximum ramp-up power can be 

expressed as: 

 
𝑃𝑢𝑝,𝑚𝑎𝑥(𝑡) =∑ 𝑃𝑟𝑎𝑡𝑒,𝑙

𝑔1(𝑡)

𝑙=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑘

𝑔2(𝑡)

𝑘=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑛

𝑔3(𝑡)

𝑛=1

+∑ 𝑃𝑟𝑎𝑡𝑒,𝑗
𝑔4(𝑡)

𝑗=1
− 𝑃𝑉𝐹𝐶𝑃(𝑡) 

(4.6) 

where 𝑔3 𝑎𝑛𝑑 𝑔4 are the numbers of DEWHs in Group 3 and Group 4. 𝑛 means the 𝑛𝑡ℎ 

DEWH in Group 3, and 𝑗 means the 𝑗𝑡ℎ  DEWH in Group 4. Combining Equations (4.5) 

and (4.6), the maximum ramp-up power is dependent on the cumulative power of these 

DEWHs in Group 3 and Group 4. 

 
𝑃𝑢𝑝,𝑚𝑎𝑥(𝑡) = ∑ 𝑃𝑟𝑎𝑡𝑒,𝑛

𝑔3(𝑡)

𝑛=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑗

𝑔4(𝑡)

𝑗=1
 (4.7) 
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The ramp-down power reaches the maximum when the DEWHs in Group 2 and Group 4 

receive on-signals and the DEWHs in Group 1 and Group 3 receive off-signals. The 

maximum ramp-down power (negative value) can be expressed as: 

 
𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥(𝑡) =∑ 𝑃𝑟𝑎𝑡𝑒,𝑘

𝑔2(𝑡)

𝑘=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑗

𝑔4(𝑡)

𝑗=1
− 𝑃𝑉𝐹𝐶𝑃(𝑡) (4.8) 

 

Combining Equations (4.5) and (4.8), the maximum ramp-down power can be re-written 

as: 

 
𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥(𝑡) =∑ 𝑃𝑟𝑎𝑡𝑒,𝑗

𝑔4(𝑡)

𝑗=1
−∑ 𝑃𝑟𝑎𝑡𝑒,𝑙

𝑔1(𝑡)

𝑙=1
 (4.9) 

Hence, the maximum ramp-down power of the VFCP is dependent on the cumulative 

power of these DEWHs in Group 4 minus that in Group 1.  

 

The tolerance temperature in this thesis is set as five degrees lower than its lower limit, the 

same as that in Chapter 3. The 𝐴𝐸𝐿𝑡𝑜𝑙𝑒  is negative, as shown in Figure 4.3. The maximum 

ramp-up and ramp-down power are generated by the capacity calculator and sent to the 

SO. The maximum ramp-up and ramp-down power will be used by the SO to determine 

the desired power with the requirements for frequency control. 

 𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥  (𝑡) ≤ −∆𝑃(𝑡) ≤ 𝑃𝑢𝑝,𝑚𝑎𝑥  (𝑡)  (4.10) 

 

 4.3 Proposed Frequency Control Algorithm 

4.3.1 Frequency Control with Tolerance  
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DEWHs in Group 1 can be turned off to reduce the VFCP power. DEWHs in Group 3 can 

be turned on to increase the VFCP power. DEWHs in Group 4 must be turned on to 

maintain the end-user comfort and increase the VFCP power. DEWHs in Group 2 must be 

kept on. Hence, the controllable DEWHs for frequency control are these DEWHs in Group 

1 and Group 3. 

 

After the VFCP receives the desired correcting power from the SO, a control algorithm is 

required to generate control signals for DEWHs. The desired correcting power should meet 

the requirement in Equation (4.10). If the desired power exceeds the available capacities, 

it will be modified as shown in Equation (4.11). The control objective is to 

increase/decrease the VFCP power to match the negative/positive desired correcting 

power. 

 
−∆𝑃(𝑡) = {

𝑃𝑢𝑝,𝑚𝑎𝑥(𝑡),𝑤ℎ𝑒𝑛 − ∆𝑃(𝑡) > 𝑃𝑢𝑝,𝑚𝑎𝑥(𝑡)         

𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥(𝑡),𝑤ℎ𝑒𝑛 − ∆𝑃(𝑡) < 𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥(𝑡)

−∆𝑃(𝑡), 𝑒𝑙𝑠𝑒                                                            

 (4.11) 

 

The DEWH groups (Group 1-4) should be synergistically managed to meet the control 

objective. At first, these DEWHs in Group 4 must be turned on to maintain the end-user 

comfort, which will increase the VFCP power. Then, the desired correcting power for other 

groups (Group 1, Group 2 and Group 3) can be adjusted as:  

 
∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) = −∆𝑃(𝑡) −∑ 𝑃𝑟𝑎𝑡𝑒,𝑗

𝑔4(𝑡)

𝑗=1
 (4.12) 

where ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡  is the adjusted power, j means the 𝑗𝑡ℎ  DEWH in Group 4, and ∆𝑃 is the 

desired correcting power from the SO. As DEWHs in Group 2 must be kept on, the adjusted 
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power is responded by DEWHs in Group 1 or Group 3. 

 

 If ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡 < 0, DEWHs in Group 1 are selected to be turned off to reduce the demand. 

Otherwise, DEWHs in Group 3 are selected to be turned on to increase the demand. 

∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡  can be achieved by: 

 

∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) =

{
 
 

 
 ∑ 𝑃𝑟𝑎𝑡𝑒,𝑛𝐶𝑆𝑛

𝑔3(𝑡)

𝑛=1
, 𝑤ℎ𝑒𝑛 ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) ≥ 0         

∑ 𝑃𝑟𝑎𝑡𝑒,𝑙(𝐶𝑆𝑙 − 1)
𝑔1(𝑡)

𝑙=1
, 𝑤ℎ𝑒𝑛 ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) < 0

  (4.13) 

where 𝑛 means the 𝑛𝑡ℎ DEWHs in Group 3, 𝑙 means the 𝑙𝑡ℎ DEWHs in Group 1, 𝑔1 is the 

number of DEWHs in Group 1, 𝑔3 is the number of DEWHs in Group 3, and 𝐶𝑆𝑛 is the 

control signal for 𝑛𝑡ℎ  DEWH in Group 3. 𝐶𝑆𝑛 = 1  indicates the DEWH receives on-

signal, and 𝐶𝑆𝑛 = 0 indicates the DEWH receives off-signal. 

 

Figure 4.4 is the schematic representation of the VFCP to provide the SFC services. The 

proposed algorithm is based on the previous classification in Figure 4.3 (where Group 3 

and Group 4 are classified by the tolerance 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 ). Hence, the algorithm is called 

frequency control with tolerance (FCWT) in this thesis. Its pseudocode is shown in Figure 

4.5. The detailed description is as follows: 

 

Step 1. Get the desired correcting power from the SO. 

 

Step 2. Obtain the adjusted power. At first, classify DEWHs into Group 1 - 4. Then 

∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) is generated by Equation (4.13). 
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Step 3. If ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) ≥ 0, the VFCP power should be increased, go to Step 3.1; else, the 

VFCP power should be decreased, go to Step 3.2. 

 

Step 3.1. Select DEWHs in Group 3 to respond to the positive ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡),  

 

             a). Sort the DEWHs of Group 3 according to their CSPIs by descending (Chapter 

3 shows how to generate CSPI). 

 

Figure 4.4 Schematic representation of FCWT 
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b). Generate control actions for DEWHs in Group 3 by solving Equation (4.14). 

These DEWHs with lower CSPIs have higher priorities to be turned on. The 

solution has the same process as shown in the Appendix I. 

 
𝑚𝑖𝑛 |∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) −∑ 𝑃𝑟𝑎𝑡𝑒,𝑛𝐶𝑆𝑛

𝑔3(𝑡)

𝑛=1
| 

𝑠. 𝑡. {
𝑖𝑓𝐶𝑆𝑛−1 = 1, 𝐶𝑆𝑛 = 1        
𝑖𝑓𝐶𝑆𝑛−1 = 0, 𝐶𝑆𝑛 = 0 𝑜𝑟 1

 

(4.14) 

where g3 is the number of DEWHs in Group 3, and 𝑛 means the 𝑛𝑡ℎ DEWH in the 

sorted order. 

Algorithm: FCWT 

Do 

Step 1: Get the desired correcting power ∆𝑃(𝑡) from the SO. 

Step 2: Obtain the adjusted power ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡). 

Step 3: If ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) ≥ 0, go to Step 3.1; else, go to Step 3.2. 

Step 3.1: Select DEWHs in Group 3 for control. 

      a). Sort DEWHs in Group 3 according to CSPIs by descending. 

      b). Generate control actions. 

Step 3.2: Select DEWHs in Group 1 for control. 

      a). Sort DEWHs in Group 1 according to CSPIs by ascending. 

      b). Generate control actions. 

Step 4: Apply control actions to the VFCP; calculate and send available capacities. 

End 

 

 

Figure 4.5 Pseudocode of FCWT 
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Step 3.2 Select DEWHs in Group 1 to respond to the negative ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡). 

 

            a). Sort the DEWHs of Group 1 according to their CSPIs by ascending. 

 

            b). Generate control actions for DEWHs in Group 1 by solving Equation (4.15). 

These DEWHs with higher CSPIs have higher priorities to be turned off. 

 
𝑚𝑖𝑛 |∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) +∑ 𝑃𝑟𝑎𝑡𝑒,𝑙(1 − 𝐶𝑆𝑙)

𝑔1(𝑡)

𝑙=1
| 

𝑠. 𝑡. {
𝑖𝑓 𝐶𝑆𝑙−1 = 0, 𝐶𝑆𝑙 = 0         
𝑖𝑓 𝐶𝑆𝑙−1 = 1, 𝐶𝑆𝑙 = 0 𝑜𝑟 1

 

(4.15) 

where g1 is the number of DEWHs in Group 1, and 𝑙 means the 𝑙𝑡ℎ DEWH in the 

sorted order. 

 

Step 4. Apply the generated control actions in Step 2 and Step 3 on the VFCP. The available 

capacities (the maximum ramp-up and ramp-down power) are calculated with 

Equations (4.7) and (4.9). The SO will then receive the available capacities as 

references for the next desired correcting power. 

 

4.3.2 Frequency Control with Adaptive Criterion 

As shown in Equation (4.6), the maximum ramp-up power is increased with the increase 

in the cumulative power of these DEWHs of which the thermostats are on. Letting DEWHs 

be controlled off before their temperatures reach their upper temperature limits will 
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increase the maximum ramp-up power. However, when the VFCP is responding to 

∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡 ≥ 0 in the FCWT, some DEWHs in Group 1 may reach their upper limits and the 

thermostats turn off. Coordinately controlling Group 1 and Group 3 (i.e., controlling them 

together to respond to a requirement) can help in avoiding the thermostats to turn off. Thus, 

the maximum ramp-up power can be increased.  

 

An adaptive criterion, 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, is proposed for the coordination between Group 1 and 

Group 3. When a relay of a DEWH is off and its AEL is lower than 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, the DEWH 

must be turned on. The adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 should satisfy: 

 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 ≤ 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 ≤ 0 (4.16) 

 

The increased power of the DEWHs of which 𝐴𝐸𝐿 ≤ 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 in Group 3 is 𝑃𝑢𝑝, and 

𝑃𝑢𝑝 ≥ ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡 . Then the DEWHs in Group 1 with high AELs are controlled to reduce the 

power by (𝑃𝑢𝑝 − ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡). Compared to the FCWT, both Group 1 and Group 3 are used 

for control, which avoids DEWHs to reach their upper limits. Hence, the maximum ramp-

up power is increased due to the use of 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡.  

 

As 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 ≥ 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 , the DEWHs are turned on to heat before their estimated 

temperatures drop to the tolerance temperatures. Hence, the adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 avoids the 

DEWH temperatures to drop too low. 

 

From Equation (4.9), it is clear that the maximum ramp-down power (negative value) is 
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increased with the decrease in the cumulative power of the DEWHs in Group 4. As DEWHs 

are turned on when their AEL reach 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, the cumulative power of DEWHs in Group 

4 is reduced. The maximum ramp-down power is increased by 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, and the detailed 

analysis is shown in Appendix II. 

 

Hence, the available capacities for frequency control and the minimum temperature are 

increased with the adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 . A frequency control algorithm is proposed with 

𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, which is called frequency control with adaptive criterion (FCWA) in this thesis.  

 

Figure 4.6 is the schematic representation of the FCWA. Its pseudocode is shown in Figure 

4.7. The detailed description is as follows: 

 

 

 Figure 4.6 Schematic representation of FCWA 
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Step 1. – Step 2.  The same with Step 1- Step 2 in the FCWT. 

 

Step 3. If the ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) ≥ 0, the VFCP power should be increased, go to Step 3.1; else, 

the VFCP power should be decreased, go to Step 3.2. 

 

Step 3.1. Increase the VFCP power to respond to a positive ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡). At first, the initial 

value of the adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 is set as the minimum value, 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 .  

Algorithm: FCWA 

Do  

    Step 1: Get the desired correcting power ∆𝑃(𝑡) from the SO. 

    Step 2: Adjust the adjusted power ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡). 

Step 3: If ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) ≥ 0, go to Step 3.1; else, go to Step 3.2. 

Step 3.1: Set initial 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 as 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 . 

               a). Calculate the increased power, 𝑃𝑢𝑝. 

               b). If 𝑃𝑢𝑝 < ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) & 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 < 0,  update 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, repeat a); else, go to c). 

               c). Generate control signals for these DEWHs with 𝐴𝐸𝐿 ≤ 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, then go to Step 4. 

   Step 3.2: Set initial 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 as zero. 

              a). Calculate the decreased power, 𝑃𝑑𝑜𝑤𝑛 . 

              b). If 𝑃𝑑𝑜𝑤𝑛 > ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) & 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 > 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 , update 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, go to a); else, go to c). 

             c). Generate control signals for these DEWHs with  𝐴𝐸𝐿 ≤ 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 , then go to Step 4. 

   Step 4: Select DEWHs for control.  

   Step 5: Apply control actions to the VFCP; calculate and send the available capacities. 

End 

 
Figure 4.7 Pseudocode of FCWA 
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a). Calculate the increased power, 𝑃𝑢𝑝, which is the total demand of DEWHs with 

off relays and 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 ≤ 𝐴𝐸𝐿 ≤ 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡. 

 𝑃𝑢𝑝 = 𝑠𝑢𝑚(𝑷.∗ ((𝑨𝑬𝑳 ≥ 𝐴𝐸𝐿𝑡𝑜𝑙𝑒)&(𝑨𝑬𝑳 ≤ 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡)&(𝑹𝑺 == 0))) (4.17) 

           where 𝑷 = [𝑃𝑟𝑎𝑡𝑒,1, 𝑃𝑟𝑎𝑡𝑒,2, … , 𝑃𝑟𝑎𝑡𝑒,𝑁]
𝑇
, which is the rated power of each DEWH 

in the VFCP. 𝑁 is the number of DEWHs in the VFCP. 𝑹𝑺 = [𝑅𝑆1, 𝑅𝑆2, … , 𝑅𝑆𝑁]
𝑇, 

which shows the relay state of each DEWH. 𝑨𝑬𝑳 = [𝐴𝐸𝐿1, 𝐴𝐸𝐿2, … , 𝐴𝐸𝐿𝑁]
𝑇 , 

which shows the AEL of each DEWH. 

 

b). If 𝑃𝑢𝑝 < ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡)  and 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 < 0 , update 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡  with Equation 

(4.18) to increase 𝑃𝑢𝑝. 

 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 = 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 + 𝛿 (4.18) 

           where 𝛿 is set as 0.1 in the thesis. 

          

 If  𝑃𝑢𝑝 ≥ ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) or 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 = 0, go to c). 

 

           c). Select the DEWHs of which relays are off and their 𝐴𝐸𝐿𝑠 between 𝐴𝐸𝐿𝑡𝑜𝑙𝑒  and 

𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡. These DEWHs are candidates for on-signals. Two kinds of controllable 

DEWHs are classified: 1). DEWHs of which relays are off and AELs are higher 

than 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡; and 2). DEWHs of which relays are on and AELs between 0 and 1 

(Group 1). An objective for the two kinds of DEWHs is calculated by Equation 

(4.19), and then go to Step 4. 
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 𝑃𝑜𝑏𝑗(𝑡) = ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) − 𝑃𝑢𝑝 (4.19) 

 

Step 3.2. Decrease the VFCP power to respond to a negative ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡). At first, the 

initial value of the adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 is set as zero. 

 

            a). Calculate the decreased power 𝑃𝑑𝑜𝑤𝑛, which consists of two parts, and can be 

written as: 

 𝑃𝑑𝑜𝑤𝑛 = −𝑃1 + 𝑃𝑢𝑝 (4.20) 

            where 𝑃1 is the power of these DEWHs of which relays are on and their AELs are 

not negative (DEWHs of which in Group 1). It can be expressed as: 

 𝑃1 = 𝑠𝑢𝑚(𝑷.∗ ((𝑨𝑬𝑳 ≥ 0)&(𝑨𝑬𝑳 < 1)&(𝑹𝑺 == 1))) (4.21) 

 

            𝑃𝑢𝑝 is the increased power of these DEWHs of which relays are off and their AELs 

between 𝐴𝐸𝐿𝑡𝑜𝑙𝑒  and 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, as shown in Equation (4.17). 

 

            b). If 𝑃𝑑𝑜𝑤𝑛 > ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡)  and 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 > 𝐴𝐸𝐿𝑡𝑜𝑙𝑒 , decrease the 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡  to 

reduce the increased power 𝑃2 with: 

 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 = 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 − 𝛿 (4.22) 

           If  𝑃𝑑𝑜𝑤𝑛 ≤ ∆𝑃𝑎𝑑𝑗𝑢𝑠𝑡(𝑡) or 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 = 𝐴𝐸𝐿𝑡𝑜𝑙𝑒, go to c). 

 

           c). The same with Step 3.1.c). 
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Step 4. Generate control signals for the controllable DEWHs. If the 𝑃𝑜𝑏𝑗(𝑡) ≥ 0, the power 

of these DEWHs should be increased, go to Step 4.1; else, the power should be 

decreased, go to Step 4.2. 

 

Step 4.1. If 𝑃𝑜𝑏𝑗(𝑡) ≥ 0, more DEWHs should be sent on-signals to increase the VFCP 

power. These DEWHs of which relays are off and AELs are higher than 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 

are sorted in a descending order by their CSPIs. Solving Equation (4.23) to generate 

control actions for these sorted DEWHs. 

 
𝑚𝑖𝑛 |𝑃𝑜𝑏𝑗(𝑡) −∑ 𝑃𝑟𝑎𝑡𝑒,𝑖𝐶𝑆𝑖

𝑘1(𝑡)

𝑖=1
| 

𝑠. 𝑡. {
𝑖𝑓𝐶𝑆𝑖−1 = 1, 𝐶𝑆𝑖 = 1         
𝑖𝑓𝐶𝑆𝑖−1 = 0, 𝐶𝑆𝑖 = 0 𝑜𝑟 1

 

(4.23) 

 where k1 is the number of DEWHs in the order, and 𝑖 means the 𝑖𝑡ℎ DEWHs. 

 

Step 4.2. If  𝑃𝑜𝑏𝑗 < 0, more DEWHs should receive off-signals to decrease the VFCP 

power. These DEWHs with on relays and 𝐴𝐸𝐿 > 0  are selected for control 

(DEWHs of which in Group 1), they are sorted in an ascending order by their CSPIs. 

Solving Equation (4.24) to generate control actions for these sorted DEWHs. 

 
𝑚𝑖𝑛 |𝑃𝑜𝑏𝑗(𝑡) +∑ 𝑃𝑟𝑎𝑡𝑒,𝑖(1 − 𝐶𝑆𝑖)

𝑔1(𝑡)

𝑖=1
| 

𝑠. 𝑡. {
𝑖𝑓 𝐶𝑆𝑖−1 = 0, 𝐶𝑆𝑖 = 0         
𝑖𝑓 𝐶𝑆𝑖−1 = 1, 𝐶𝑆𝑖 = 0 𝑜𝑟 1

 

(4.24) 

where g1 is the number of DEWHs in the order, and 𝑖 means the 𝑖𝑡ℎ DEWHs. 
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Step 5. The same with Step 4 of FCWT. 

 

4.4 Case Study Results 

In this Section, case studies with 20,000 DEWHs were used to validate the proposed 

frequency control methods. These DEWHs had the same parameters and hot-water 

consumption settings as those in Chapter 3. An IEEE 34-node test feeder [103] is a typical 

test model in the power system analyses and therefore was employed in the case studies. 

The diagram of the test feeder is shown in Figure 4.8. Load and renewable generation data 

were from the Pennsylvania-New Jersey-Maryland Interconnection (PJM) [104]. The 

electricity consumption of the VFCP takes up 6.4% of the total energy demand of the whole 

test feeder. The transient stability analysis tool of CYME, a power engineering software, 

was used to show the frequency deviations. The simulation time step of CYME is 0.0167 

seconds. 

 

The operation states of power systems can be divided into the normal and contingency 

states. The frequency control services are required to maintain or restore power systems to 

the normal state. Figure 4.9 shows the relationships between states and the required 

services [105], [106]. The normal state is characterized by the satisfaction of the equality 

and inequality constraints, and by a sufficient level of stability margins in transmissions 

and generations [105], [106]. The system has the ability to defend a single contingency 

event (such as a generator lost) [105]. 
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The normal state can be classified into the normal secure state and normal insecure state 

[106]. During the normal insecure state, all operating inequality constraints are still 

satisfied but the power system is vulnerable to contingencies. There are four basic types of 

inequality constraints in power systems: the generator real power limit, generator reactive 

power limit, load bus voltage limit, and line flow constraint, as shown in Equation (4.25). 

 

 Figure 4.8 Diagram of IEEE 34-bus system 
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{
 

 
𝑃𝑔,𝑚𝑖𝑛 ≤ 𝑃𝑔 ≤ 𝑃𝑔,𝑚𝑎𝑥            

𝑄𝑔,𝑚𝑖𝑛 ≤ 𝑄𝑔 ≤ 𝑄𝑔,𝑚𝑎𝑥         

𝑉𝑏𝑢𝑠,𝑚𝑖𝑛 ≤ 𝑉𝑏𝑢𝑠 ≤ 𝑉𝑏𝑢𝑠,𝑚𝑎𝑥
𝐼𝑚𝑖𝑛 ≤ 𝐼 ≤ 𝐼𝑚𝑎𝑥                     

 (4.25) 

where 𝑃𝑔, 𝑄𝑔 , 𝑉𝑏𝑢𝑠 , 𝑎𝑛𝑑 𝐼 are the generator real power, generator reactive power, load bus 

voltage, and line flow respectively. 𝑃𝑔,𝑚𝑖𝑛 and 𝑃𝑔,𝑚𝑎𝑥 are the minimum and maximum real 

power generation of the generator. 𝑄𝑔,𝑚𝑖𝑛  and 𝑄𝑔,𝑚𝑎𝑥  are the minimum and maximum 

reactive power generation of the generator. 𝑉𝑏𝑢𝑠,𝑚𝑖𝑛  and 𝑉𝑏𝑢𝑠,𝑚𝑎𝑥  are the minimum and 

maximum voltage limitations of the bus. 𝐼𝑚𝑖𝑛 and 𝐼𝑚𝑎𝑥 are the minimum and maximum 

flow limitations of the bus. Regulation services are required to restore the system to its 

normal secure state. 

 

When these operating inequality constraints are not satisfied, the power system is operated 

in a contingency state, and contingency services are required to correct and bring the power 

system into a normal state. When the system is under a recovery state, recovery services 

are required to bring the system into a normal state. In this thesis, the VFCP that provides 

 

 

 

Figure 4.9 Power system operation states and required services 
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SFC services are analyzed for both normal and contingency conditions. 

 

4.4.1 Frequency Control Under Normal Conditions 

4.4.1.1 For Renewable Generation 

The renewable generation fluctuates in practice. When an amplitude of -1 MW fluctuation 

occurs, the grid frequency drops by 0.03 Hz (on Bus 800) as shown in Figure 4.10(a). Other 

on-line generators increase their generations to match the fluctuation, and the total 

generation is shown in Figure 4.10(b). The increased generation is 1MW, and the response 

time is less than 2 seconds. However, the reserve from on-line generators is reduced. The 

 

(a) 

 

(b) 

 

 

 

 

Figure 4.10 Frequency and generation without the VFCP in CYME 
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system is in the normal state with less security due to the grid frequency deviation. 

 

Figure 4.11(a) shows the grid frequency has been restored to its nominal value (60 Hz), 

with the VFCP. The generation of on-line generators is shown in Figure 4.11(b). It is clear 

that the total generation of other generators is recovered to the previous value, and the 

reserve that used by the PFC is released. The system security is recovered. 

 

Next, the VFCP is used to compensate the power mismatch between the actual and 

forecasted generation along time. The renewable generation data from PJM is shown in 

Figure 4.12. The actual renewable generation is lower than the forecast generation in most 

 

(a) 

 

(b) 

 Figure 4.11 Frequency and generation with the VFCP in CYME 
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of the times. 

 

 Grid frequency deviations are caused by the power mismatches between the actual and 

forecasted renewable generations. Then the SO requires the VFCP to recover the 

mismatches to maintain the grid frequency. The Ref in Figure 4.13 is the reference power 

for the VFCP to match the mismatches. The VFCP keeps discharging when the actual 

generation is lower than the forecast generation, and vice versa.  

 

 

 

 

Figure 4.12 Actual and forecast renewable generation 

Figure 4.13 Charging/discharging power of the VFCP  
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Figure 4.14 presents the tracking errors to distinguish the tracking results of the FCWT and 

FCWA. The tracking errors are minor compared to the total demand of the VFCP. The 

tracking errors of the FCWA are smaller than the errors of the FCWT. Root-mean-square 

(RMS) power tracking error as a percentage of the total steady-state power consumption 

[107] is selected to evaluate the tracking performance, given by: 

 

 

𝑅𝑀𝑆 =
√1
𝐿
∑ (𝑃𝑎𝑐𝑡𝑢𝑎𝑙,𝑖 − 𝑃𝑅𝑒𝑓,𝑖)2
𝐿
𝑖=1

𝑃𝑎𝑣𝑔
 

(4.26) 

where 𝑃𝑎𝑐𝑡𝑢𝑎𝑙,𝑖 is the actual power demand of the 𝑖𝑡ℎ sample, 𝑃𝑅𝑒𝑓 is the reference power 

demand, L is the length of the tracking duration, and 𝑃𝑎𝑣𝑔  is the average actual power 

demand of the duration. The FCWT and FCWA have similar RMS values (0.034% for the 

FCWT and 0.025% for the FCWA), which are very small. 

 

 

 
Figure 4.14 Tracking errors of the two proposed algorithms 



 

126 

 

As stated in Section 4.3.2, the available capacities of the FCWA are larger than the FCWT, 

this statement is verified by the results shown in Figure 4.15. As the ramp-down power is 

provided by turning off DEWHs in the VFCP, the maximum ramp-down power should be 

limited to the VFCP demand (the cumulative power of DEWHs in Group 1 and Group 2, 

but only DEWHs in Group 1 can be turned off). The VFCP demand depends on the baseline 

and the committed reserve for services. The baseline is unchanged during control; the 

committed reserve for services depends on the requirements from the SO, which is also 

unchanged by control. Therefore, the VFCP demand should not be changed by control 

actions. Hence, the ramp-down capacities of the FCWT and FCWA are both limited during 

control, as shown in Figure 4.15. The FCWA controls more DEWHs in Group 1 to increase 

the available capacity, but the increase is limited. 

 

The ramp-up power is provided by turning on DEWHs in the VFCP, and the maximum 

ramp-up power depends on the cumulative power of controllable DEWHs in the VFCP. 

With the proposed algorithms, more DEWHs can be controllable, which increases the 

 

 
Figure 4.15 Available capacities of the VFCP  
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ramp-up power. As shown in Figure 4.15, the FCWA has more ramp-up capacity than the 

FCWT.  

 

If all the DEWHs are controllable, the ramp-up power is maximum. However, we cannot 

control all the DEWHs in the VFCP at the same time, because DEWHs are controlled based 

on the estimated information with the worst case assumptions. DEWHs may be heated to 

their upper limits before being controlled off (these DEWHs become uncontrollable). 

Hence, the ramp-up power should be limited too. 

 

It is noted that the DEWHs in the VFCP need to be fully heated to eliminate the estimate 

errors during control in off-peak periods (as shown in Chapter 3 to eliminate the estimated 

errors from the unexpected hot-water consumption). This is necessary for maintaining the 

end-user comfort without temperature measurements. Then the ramp-up and ramp-down 

capacities will be decreased during the off-peak periods (from 11 pm to 7 am as shown in 

Chapter 3). When a DEWH is fully heated, it can be used to provide service again when its 

thermostat reaches its lower limit. 

 

When the VFCP is employed as an SFC reserve resource, the mismatches between the 

actual and forecast renewable generations can be compensated with both proposed control 

algorithms. The VFCP helps to smooth the fluctuations caused by renewable generations, 

with no additional reserves required. 
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4.4.1.2 Regulation Services 

Regulation services correct for short-term deviations that might affect the stability of the 

power system. The minute-to-minute deviations between generations and loads are reduced 

and eventually eliminated by regulation services. These deviations come from generations 

and loads in practice. For the test model, the required regulation service capacities are 800 

kW (4 am to 8 am and 4 pm to 0 am) and 525 kW (other durations) [104], which are shown 

as the Up and Down lines in Figure 4.16. The test regulation signals from PJM [104] are 

used to test the frequency regulation services from the VFCP using the two proposed 

algorithms. 

 

The results presented in Section 3.5.1 illustrates that the demand of DEWHs before 6:00 is 

small, the minimum demand can be low to 0.37 MW, which is lower than the required 

regulation capacity. Hence, the available capacities may not meet the objectives.  

 

The Actual (FCWA) line in Figure 4.16 shows the charging/discharging power of the 

 

 
Figure 4.16 Regulation services by the VFCP 
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VFCP by the FCWA. With Equation (4.27), the RMS value of FCWA is about 1.14% and 

1.75% for FCWT, the FCWA has a smaller error. With FCWA, there are two durations 

(D1 and D3) in which the VFCP cannot provide enough capacities to respond to the 

objectives for regulation. The Actual (FCWT) line is the result of the FCWT. There are 

three durations (D1, D2, and D3) in which the VFCP cannot provide enough capacities to 

respond to the objectives for regulation. Except for these durations, the VFCP closely 

tracks the desired correcting power to provide regulation services.  

 

Figure 4.17 shows the available ramp-up and ramp-down capacities that are sent to the SO. 

During D1, the available ramp-up capacities for both algorithms are almost zero. During 

D2, the available ramp-up capacity is almost zero for the FCWT, but the FCWA has enough 

capacities to respond to the objectives. During D3, the ramp-down capacities of both 

algorithms cannot meet the requirements at the half part, and the FCWA has more capacity 

in the first half part. The ramp-up capacity of the FCWA is more than the requirements for 

 

 
Figure 4.17 Available ramp-up and ramp-down capacities 
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regulation, but the FCWT does not has enough ramp-up capacity in some areas. Hence, the 

FCWA have more available capacities for frequency control than the FCWT based on the 

same initial conditions. The available capacities for frequency control are increased by the 

adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡. 

 

Although the proposed FCWA algorithm increases the available capacity, the power 

demand of the VFCP before 6:00 am is small and the available capacities are still not 

enough. This is because the DEWHs become uncontrollable after the thermostats are 

automatically turned off. Nonetheless, the ramp-up and ramp-down capacities can be 

increased by including more DEWHs in the VFCP.  

 

Except for the durations D1, D2 and D3, the two algorithms have enough ramp-up and 

ramp-down regulation capacities. The VFCP tracks the reference power and providing 

regulation services.  

 

The frequencies of the test model (on Bus 800) with the deviations between generations 

and loads are shown in Figure 4.18. Without the VFCP to provide SFC (woVFCP), the 

generators provide the PFC and maintain the frequency by consuming reserves from on-

line generators. The FCWT (wFCWT) and FCWA (wFCWA) maintain the grid frequency 

by providing frequency control services with the VFCP. The FCWA outperforms the other 

two cases with lower frequency deviations. 
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Figure 4.19 shows the maximum temperature drop in each case (minimum temperature 

minus the lower limit). The minT(FCWA) is the maximum temperature drop with the 

FCWA, minT(FCWT) is the maximum temperature drop with the FCWT, and minT is the 

maximum temperature drop without any control actions. It is clear that the minT(FCWT) 

and minT are closed to each other. The maximum temperature drop with the FCWA is less 

 

 
Figure 4.18 Frequency of the test model 

 

 
Figure 4.19 Maximum temperature drop during regulation 



 

132 

 

than the other two cases. Hence, the FCWA helps to maintain the end-user comfort. 

 

Therefore, the FCWA not only enables more available capacities for frequency control, but 

also reduces the maximum temperature drop for maintaining end-user comfort. 

 

4.4.2 Frequency Control Under Contingency Conditions 

The VFCP can be used to restore the grid frequency for contingency events. In general, the 

contingency services are required to provide services for at least 30 minutes.  

 

Figure 2.20 shows an example of using the VFCP to provide frequency control services 

under a contingency condition. The contingency event is 3MW generation loss on Bus 846 

at 7:30, leading to a 0.074 Hz frequency drop. The grid frequency is restored to the nominal 

value by the VFCP. Figure 4.20(b) shows the total generation of other on-line generators 

is increased when the generator is lost. The total generation is recovered to the previous 

value when the VFCP starts to provide contingency services. 

 

Figure 4.21 shows the VFCP is discharged by 3 MW for 0.5 hours from 7:30 am to 8 am 

with the proposed algorithms FCWT and FCWA. Both algorithms provide enough capacity 

for frequency control services under the contingency condition.  

 

The available ramp-up and ramp-down capacities are shown in Figure 4.22. There still are 

enough capacities for other ancillary services, such as regulation services. The available 
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capacities of the FCWA are more than that of the FCWT.  

 

 

(a) 

 

(b) 

 

 

Figure 4.20 Frequency and generation in CYME after a contingency event 

 

 
Figure 4.21 Discharging power of the VFCP for the contingency event  
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 4.5 Conclusion 

This chapter proposes a framework, VFCP, for frequency control. The VFCP sends 

available ramp-up and ramp-down capacities to the SO, and responds to the desired 

correcting power from the SO to maintain the grid frequency. The control actions are 

selected based on the state estimation method in Chapter 2, without requirements of 

temperature measurements.  

 

Two control algorithms are proposed for VFCP to provide frequency control services with 

direct DEWH control. Due to the communications and control delays in more than seconds, 

the VFCP is used for SFC only. FCWT directly selects DEWHs of which in Group 1 and 

Group 3 to respond to the desired correcting power from the SO. FCWA allows more 

DEWHs’ temperatures to be close to their lower limits with an adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, thus 

increasing the available capacities for frequency control and benefiting the end-user 

comfort.   

 

 Figure 4.22 Available capacities of the VFCP 
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5 Conclusions and Future Work 

 

5.1 Summary of this Thesis 

This thesis investigated the potential of using conventional DEWHs with an external 

control relay to provide power system services including peak shaving and frequency 

control, without temperature measurements. 

 

A state estimation method for individual DEWHs without temperature measurements was 

proposed in Chapter 2. Based on hot-water consumption patterns and worst case 

assumptions, the hot-water consumption activity was identified with a fuzzy logic 

membership function. Then residual hot-water above of the identified activity was treated 

as drawn out with an average flow rate. The DEWH temperature was estimated based on 

the activity, average flow rate and relay state. The estimated temperature was used in the 

control algorithms for peaks shaving and frequency control. 

 

Chapter 3 presented a method that allowed DEWHs to reduce peak demand without 

temperature measurements. The DEWH temperatures were estimated by using the state 

estimation method in Chapter 2. A proposed index—CSPI was introduced to show the 

control priority of DEWHs with the estimated DEWH temperature and subsequent hot-

water consumption. The end-user comfort was maintained during the control. 

 

Chapter 4 presented two frequency control algorithms using conventional DEWHs without 
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temperature measurements. DEWHs were aggregated as a frequency control resource to 

provide frequency control services in an aggregated way. The VFCP consisted of DEWHs, 

a centralized controller, and a capacity calculator. DEWHs were classified into different 

groups based on their thermostat states, relay states, and AELs. FCWT responded to the 

desired correcting power by turn on DEWHs in Group 3 or turn off DEWHs in Group 1. 

FCWA was based on FCWT, with the adaptive 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡. FCWA allow more DEWHs’ 

temperature to be close to their lower limits, which increased the available capacities for 

frequency control and benefitted the end-user comfort. 

 

5.2 Conclusions 

The main contributions of the thesis include state estimation and control methodologies to 

enable conventional DEWHs to provide peak shaving and frequency control services. The 

conclusions and contributions are summarized as follows: 

 

(1) The end-user comfort is maintained without temperature measurements during control, 

which helps to recruit more end-users for deploying the proposed algorithms in practice.  

 

(2) The proposed algorithms minimize the impact of the uncertainty and randomness of 

hot-water consumption on temperature estimation. The randomness of hot-water 

behaviors are normal in practice, which may lead to a lower temperature. This is critical 

for any direct load control methods for conventional DEWHs without temperature 

measurements.  
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(3) The CSPI is proposed to determine the control priority of DEWHs, which is based on 

the cumulative heating duration of each DEWH. Then, the control priority can be used 

to maintain the end-user comfort with minimized relay switching actions. The CSPI 

employs the heating duration instead of temperature information, which removes the 

requirements of temperature measurements during control. The impact of hot-water 

consumption is taking into consideration in the CSPI, which helps to control effectively. 

 

(4) A control algorithm for peak shaving is proposed based on the CSPI. An experimental 

demonstration verifies the effectiveness in peak shaving. The peak demands are 

reduced by 24.0% for morning peaks and 31.3% for evening peaks. The case study 

results also show the end-user comfort is maintained during control.  

 

(5) The VFCP framework is proposed to aggregate and manage DEWHs as a centralized 

frequency control resource. VFCP can participate in the electricity market as an 

individual service provider for bidding and providing services. The VFCP generates 

frequency control reserves by make full use of DEWHs instead of adding online 

generators, which saves costs and benefits to utilities. 

 

(6) Two control algorithms, FCWA and FCWT, are proposed in the VFCP framework to 

provide the SFC. The proposed algorithms help to reduce and eventually eliminate the 

frequency deviations. The FCWA with an adaptive criterion have more available 

capacities for frequency control than the FCWT. 
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5.3 Future Work 

There are many avenues to continue the work in this thesis. The future researches include: 

 

➢ The worst case assumptions in Chapter 2 are used to estimate the lowest temperature. 

More accurate analyses on worst cases are required, which helps make full use of the 

available capacity from DEWHs. 

 

➢ Based on the development of communication technologies, more and more data 

become available for making long-term load forecasts of aggregated DEWHs. Then 

long-term objectives can be optimized and scheduled. 

 

➢ Hot-water consumption analyses and forecasts are required to prepare sufficient 

thermal energy for end-user, which help make full use of the capacity form DEWHs 

and maintain the end-user comfort. Machine learning based approaches and other 

advanced algorithms can be used to analyze and forecast the hot-water consumption. 

 

➢ DEWH states should be identified to make accurate control actions. With the 

increasingly available data, load identification methods can be improved in future. 
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Appendix I Solution of the Objective Function 

 

For the objective function 

 
𝑚𝑖𝑛 |𝑃𝑜𝑏𝑗 − 𝑃𝑏𝑎𝑐𝑘 −∑ 𝑃𝑟𝑎𝑡𝑒,𝑞𝐶𝑆𝑞

𝑘
𝑝

𝑞=1
| 

  

  𝑠. 𝑡.

{
 
 

 
 
𝐼𝑓 𝐶𝑞

𝑘 = 0, 𝐶𝑆𝑞
𝑘 = 0        

𝐼𝑓 𝐶𝑞
𝑘 = 1, 𝐶𝑆𝑞

𝑘 = 0 𝑜𝑟 1
       

𝐼𝑓 𝐶𝑆𝑞
𝑘 = 0,  𝐶𝑆𝑞+1

𝑘 = 0         

𝐼𝑓 𝐶𝑆𝑞
𝑘 = 1,  𝐶𝑆𝑞+1

𝑘 = 0 𝑜𝑟 1

 

where, 𝑃𝑜𝑏𝑗 is the desired demand of DEWHs， p is the number of controllable DEWHs, 

q is 𝑞𝑡ℎ DEWHs in the sorted list, 𝑃𝑏𝑎𝑐𝑘 is the increased demand to maintain the end-user 

comfort, 𝑃𝑟𝑎𝑡𝑒 is the rated power, 𝐶𝑆𝑞
𝑘 is the control signal on qth DEWH at 𝑘𝑡ℎ sampling 

interval, and 𝐶𝑞
𝑘is the control availability for 𝑞𝑡ℎ DEWH at 𝑘𝑡ℎ sampling interval. 𝐶𝑞

𝑘 =0 

indicates that the DEWH is uncontrollable, and 𝐶𝑞
𝑘 =1 represents controllable. 𝐶𝑆𝑞

𝑘 =0 

indicates that the DEWH receive off-signal, and 𝐶𝑆𝑞
𝑘 =1 represents the DEWH receive on-

signal. 

 

 

The solution process is: 

 

Step 1. The function 𝑚𝑖𝑛|𝑃𝑜𝑏𝑗 − 𝑃𝑏𝑎𝑐𝑘 −∑ 𝑃𝑟𝑎𝑡𝑒,𝑞𝐶𝑆𝑞
𝑘𝑝

𝑞=1 | is re-written as: 

∑ 𝑃𝑟𝑎𝑡𝑒,𝑞𝐶𝑆𝑞
𝑘

𝑝

𝑞=1
→ 𝑃𝑜𝑏𝑗 − 𝑃𝑏𝑎𝑐𝑘 
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Step 2. Based on the constraints 𝑠. 𝑡. {
𝐼𝑓 𝐶𝑞

𝑘 = 0, 𝐶𝑆𝑞
𝑘 = 0        

𝐼𝑓 𝐶𝑞
𝑘 = 1, 𝐶𝑆𝑞

𝑘 = 0 𝑜𝑟 1
, only these controllable. 

These control signals for these controllable DEWHs should satisfy 

𝑠. 𝑡. {
𝐼𝑓 𝐶𝑆𝑞

𝑘 = 0,  𝐶𝑆𝑞+1
𝑘 = 0         

𝐼𝑓 𝐶𝑆𝑞
𝑘 = 1,  𝐶𝑆𝑞+1

𝑘 = 0 𝑜𝑟 1
, then the re-written equation can be translated to: 

𝑃𝑟𝑎𝑡𝑒,1 + 𝑃𝑟𝑎𝑡𝑒,2 +⋯+ 𝑃𝑟𝑎𝑡𝑒,𝑟 → 𝑃𝑜𝑏𝑗 − 𝑃𝑏𝑎𝑐𝑘. 

 Step 3. The r is obtained.  

 

 Step 4. The solution of 𝑪𝑺𝑘  is obtained with 𝐶𝑆𝑖
𝑘 = {

1, 𝑖 = 1,2,… , 𝑟    
0, 𝑖 = 𝑟 + 1, … , 𝑝

.  
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Appendix II Analysis of the Maximum Ramp-Down Power Is Increased 

by the Adaptive Criterion 

 

To analyze the maximum ramp-down power is increased by the adaptive criterion. 

 

The ramp-down power 𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥 is negative, the maximum value: 

𝑃𝑑𝑜𝑤𝑛,𝑚𝑎𝑥(𝑡) =∑ 𝑃𝑟𝑎𝑡𝑒,𝑘
𝑔2(𝑡)

𝑘=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑗

𝑔4(𝑡)

𝑗=1
− 𝑃𝑉𝐹𝐶𝑃(𝑡) 

where 𝑔2, 𝑎𝑛𝑑 𝑔4 are the number of DEWHs in Group 2, and Group 4, respectively, 

 𝑘 means the 𝑘𝑡ℎ DEWH in Group 2, and𝑗 means the 𝑗𝑡ℎ  DEWH in Group 4. 𝑃𝑉𝐹𝐶𝑃 is the 

VFCP power, and 𝑃𝑏𝑎𝑠𝑒  is the demand of the baseline. The VFCP is controlled to 

charge/discharge to respond to the desired correcting power for frequency control, it should 

not be changed by control actions.  

 

Hence, the maximum ramp-down power is increased with the decrease in the cumulative 

power of these DEWHs in Group 2 and Group 4. As these DEWHs are turned on when 

their AELs are lower than 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, they are directly changed from Group 3 to Group 2. 

Hence, there will be rarely DEWHs in Group 4, in other words, the cumulative power of 

these DEWHs in Group 4 is reduced. 

 

As the VFCP power is: 

𝑃𝑉𝐹𝐶𝑃(𝑡) =∑ 𝑃𝑟𝑎𝑡𝑒,𝑖
𝑔1(𝑡)

𝑖=1
+∑ 𝑃𝑟𝑎𝑡𝑒,𝑘

𝑔2(𝑡)

𝑘=1
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where 𝑔1 is the number of DEWHs in Group 1, and 𝑖 is the 𝑖𝑡ℎ DEWH in Group 1. The 

VFCP power can not be changed by control.  

 

The figure show that with 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, the AELs of DEWHs are controlled in a narrower 

range, the DEWH temperatures are closer to their lower limits. The VFCP power are equal.  

{
𝑃𝑉𝐹𝐶𝑃(𝑡) = 𝑃1(𝑡) + 𝑃2(𝑡) + 𝑃3(𝑡)

𝑃𝑉𝐹𝐶𝑃(𝑡) = 𝑃1
′(𝑡) + 𝑃2

′(𝑡) + 𝑃3
′(𝑡)

 

Let us assume the cumulative power of the DEWHs in Group 1 for both cases are equal, 

then, they are equal in Group 2 too. 

{
𝑃1(𝑡) = 𝑃1

′(𝑡)                               

𝑃2(𝑡) + 𝑃3(𝑡) = 𝑃2
′(𝑡) + 𝑃3

′(𝑡)
 

 

The DEWHs are heating and their AELs are increasing by -𝐴𝐸𝐿2 in a time interval, these 

DEWHs which 𝐴𝐸𝐿2 ≤ 𝐴𝐸𝐿 ≤ 0  will be changed from Group 2 to Group 1 at next 

interval. If we assume that no DEWH thermostat change in the time interval, and no control 

actions are applied, then the cumulative power of the DEWHs in Group 1 are: 

{
𝑃1(𝑡 + 1) = 𝑃1(𝑡) + 𝑃2(𝑡)

𝑃1
′(𝑡 + 1) = 𝑃1

′(𝑡) + 𝑃2
′(𝑡)

 

 

(a)   with 𝐴𝐸𝐿𝑡𝑜𝑙𝑒                                        (b) with 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡 



 

157 

 

 

And the cumulative power of the DEWHs in Group 2 are 𝑃3(𝑡) and 𝑃3
′(𝑡). It is obvious 

that the cumulative power of these DEWHs in Group 2 is reduced. The maximum ramp-

down power is increased by 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡. 

 

If we select the criterion as 𝐴𝐸𝐿 = 0, these DEWHs in Group 3 with 𝐴𝐸𝐿 < 0 are required 

to turn on, which will need to reduce the cumulative power of DEWHs in Group 1; in other 

words, the maximum ramp-down power is reduced. The available control capacity is 

smaller than that with 𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡. 

 

Hence, the cumulative power of these DEWHs in Group 2 and Group 4 are reduced by 

𝐴𝐸𝐿𝑎𝑑𝑎𝑝𝑡, then, the maximum ramp-down power of the VFCP is increased. 
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