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ABSTRACT 

There has been an increase in demand for Active Transportation (AT) in urban areas, yet 

there is a lack of guidance incorporating AT in standard four-step travel demand modelling.  

This broad issue presented itself as an opportunity for this thesis: the development of a 

calibrated AT demand model to aid decision-making processes for a small city, followed 

by scenario testing to determine factors contributing to AT use.   

Fredericton, New Brunswick was used as a case study given the availability of multimodal 

bridge traffic counts and the ability to create a cordon area with the two bridges: one bridge 

with AT and road traffic, and the other with AT traffic only.  These two bridges are very 

different when it comes to characteristics that might influence AT use including sounds 

levels, sidewalk width, and proximity to traffic.   

Once the model was completed in VISUM, then the calibration began and it was possible 

to calibrate AT volumes on the Bill Thorpe Walking Bridge to match existing demand; 

however, AT volumes on the Westmorland Street Bridge were consistently overestimated.  

This suggests that if AT users treated both bridges the same, there would be 1100 more 

users per day on the Westmorland Street Bridge.  It was hypothesized that AT users were 

assigning a generalized cost penalty to the Westmorland Street Bridge, effectively making 

the route appear to be costlier than the actual physical distance.  To reach all calibration 

target values, the AT link length was increased on the Westmorland Street Bridge 1.5km 

or four times the bridge link length to represent the penalty.  Next steps consist of the 

inclusion of seasonal adjustment factors to better understand volumes crossing the bridges 

and different trends in different months. 
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Chapter 1. Introduction  

The demand for Active Transportation (AT) is increasing in urban areas, yet smaller cities 

are looking to embrace these challenges in quantifying the demand for AT.  Based on 

research thus far, most active transportation plans are qualitative, which means the 

outcomes are not calculated and tangible, while vehicle plans are more forecasting and 

planning driven.  This is a broader issue in the engineering field and this lack of standard 

guidance for AT demand modelling presented itself as an opportunity for this thesis: to 

develop an active transportation demand model to aid decision-making processes for a city.  

Many cities have AT plans and network upgrades laid out, but no discussions about any 

modelling completed and how the decisions were made or prioritized.  There is a need to 

explore the use of a travel demand modelling approach that can help smaller cities quantify 

the demand for its AT infrastructure.  The problem is that the 4-step demand model is much 

more developed for vehicle transportation planning, meaning that the outcome is more 

technically described than for AT.  In that case, it is difficult to compare projects where 

one has calculated and tangible outcomes and one has qualitative and aspirational 

outcomes. 

The City of Fredericton is a small Canadian city (2016 population of 59 405 (Statistics 

Canada, 2019)) that has embraced the development of its AT network with approximately 

115 kilometers of non-motorized multi-use trails in the network (City of Fredericton, 

2020), facilitated by the conversion of its abandoned railbeds into trails. The Saint John 

River in Fredericton, New Brunswick separates the north and south side of the city.  To 

cross the river, the Westmorland Street Bridge is used for both motorized and non-
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motorized users, the Bill Thorpe Walking Bridge is only for non-motorized users, and the 

Princess Margaret Bridge is for motorized users only.  For this thesis the Princess Margaret 

Bridge was outside the scope of this work as it does not allow for the crossing of active 

transportation users.  From previous pedestrian counts provided by the City of Fredericton, 

during 2017 to 2018, the volumes on the Bill Thorpe Walking Bridge were usually an order 

of magnitude larger than the Westmorland Street Bridge.  The Bill Thorpe Walking Bridge 

connects the walking trails that go throughout the city, while the Westmorland Street 

Bridge has longer and more difficult connections to the trail network.   

1.1. Problem Statement 

Within the city there is an increasing public pressure for a third vehicle crossing across the 

Saint John River along with more AT crossings on the river as well.  So far, the only 

quantitative exercise was a 3-step model that estimated Average Annual Daily Traffic 

(AADT) on a third bridge (ADI Limited, 2010).  The two walking bridge systems in 

Fredericton provided an opportunity to explore the 4-step model for AT planning in this 

case because of the source of counts available from the city and to document the calibration 

process to help networks in the future with AT links.  As well, it was easier to cordon as 

these two bridges were the only access points for all users to cross the Saint John River to 

get to the other side of the city.  It can also be noted that the 4-step modelling process has 

seen several enhancements such as the inclusion of AT travel in models, but the 

Transportation Research Board (TRB, 2012) noted that ñnonmotorized modes are not yet 

included in all models, especially in smaller urban areasò. 
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1.2. Hypothesis 

The Westmorland Street Bridge provides more direct desire lines for origin-destinations to 

and from the north side of the city, yet the volumes for pedestrians on the Bill Thorpe 

Walking Bridge are an order of magnitude larger.  The assumption is that the difference of 

users between the two bridges is a function of a penalty that the user assigns to the route, 

which is the utility that is made up of some factors.  It is expected in the modelling approach 

that the users are assigning a generalized cost penalty to the Westmorland Street Bridge, 

effectively making the route appear to be costlier (e.g., longer) than the actual physical 

distance, which results in lower volumes.  Quantifying this will aid the city in decision-

making and potential changes to be made to the network in order for the pedestrian volumes 

to change and to increase on the Westmorland Street Bridge as it is a more direct path. 

Some factors that may account for this penalty users are assigning to a route can include: 

sidewalk widths on both bridges, changes in elevation to get onto the bridges, noise, easier 

accessibility to the trail systems, as well as proximity to motorized traffic and safety, and 

temperature or precipitation.  This provides an opportunity to quantify the differences 

between these two bridges. 

1.3. State of the Practice for Active Transportation Planning 

Within the Transportation Planning Handbook, the travel demand and network modelling 

chapter does not state how to model active transportation as many of the analyses are 

focused on vehicle-related person trips (ITE, 2016).  Also, within the planning for 

pedestrians and bicyclistsô chapter, there is no standard practice stated for the modelling of 

active transportation within a city network, it is more about policies and designing facilities 
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to ensure access for all users.  NCHRP 716 has a small section about non-motorized 

planning and states that the number of agencies fully integrating nonmotorized (bicycle 

and pedestrian) modes into travel demand forecasting is still small; however, there is 

continued interest in including nonmotorized treatment as part of good planning practice.  

There is yet to be a widespread implementation of active transportation modelling and 

planning in cities (TRB, 2012).  Although NCHRP 716 is over ten years old now, it is still 

relevant as there have been no further updates to travel demand forecasting by TRB.  Their 

parameters are calculated using the National Household Travel Survey (NHTS) and a 

database of model documentation for 69 Metropolitan Planning Organizations (MPOs).  

Finally, TAC Geometric Design Guide for Canadian Roads has chapters for both pedestrian 

and bicycle integrated design but contains ranges to assist the designer in choosing the 

appropriate combination of features, dimensions, and materials for a given design or 

planning decisions (Chiu, et al., 2017). 

In July of 2021 the AASHTO council on active transportation created a research roadmap 

to review and summarize current research and relevant events happening in this field.  This 

Research Roadmap aimed to assist the AASHTO Council on Active Transportation 

implement its Strategic Plan, which included goals and strategies related to research.  The 

document states that 4-step travel demand models have traditionally focused on motorized 

transport. However, using the process to better understand bicycle and pedestrian trips can 

help to understand development impacts, prioritize projects, plan active travel networks, 

and plan for active transportation user safety.  It is known that agencies have not been quick 

to incorporate active transportation modes into models.  The lack of widely available active 
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transportation travel behavior data, relevant built environment data, and the focus on 

Traffic Analysis Zone (TAZ) -level modelling has been a barrier preventing many planning 

organizations from incorporating active transportation modes into regional travel models 

(Dill, et al., 2021).  There is a growing amount of research on how to better incorporate 

these modes into models, with focuses on trip generation and mode split, but still research 

gaps in detailed travel behaviour data and AT modelling methods (Dill,  et al., 2021). 

1.4. Active Transportation Plans in Fredericton 

In the past, the City of Fredericton had completed a few plans for AT and the network 

connection.  In June 2007, a master plan was created for trails and bikeways, with the 

overall intent to develop a user-friendly network of on-road and off-road facilities for non-

motorized movement within the city (SGE Acres Limited, 2007).  This plan explored 

existing and planned routes and developed a network implementation. Although the 

Westmorland Street Bridge is available for pedestrian and cyclists, City of Fredericton data 

showed that non-motorized users were not choosing this facility to the degree one might 

expect given its direct connection to downtown.  This master plan based its 

recommendations and implementation on the city budget, with no modelling completed.  

The second plan was completed in January 2017 and was an active transportation 

connection plan, with the goal to identify gaps and prioritize connections and locations for 

the future (Parsons, 2017).  A GIS was used to identify existing trails, but again no 

modelling was completed. 

Creating this active transportation demand model will help contribute to the broader issue 

in the engineering field of a lack of standard practice of active transportation demand 
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modelling.  This will aid cities in the future when they are planning and forecasting for 

active transportation and need a methodology for modelling.  This will also help in 

decision-making as infrastructure within networks needs upgrades to accommodate for 

more pedestrians or users; this will help to determine the best change to make that can 

potentially bring the largest change in travel behaviour.  

1.5. Project Significance 

The outcome of this thesis included a calibrated active transportation demand model for 

decision-making in Fredericton.  The creation of the model will help inform standard 

practice as there is little guidance on active transportation demand modelling, planning, 

and forecasting.  When the model was calibrated, scenario testing was then completed to 

determine the factors contributing to active transportation use on the two bridges, and the 

changes that were made to see differences in the travel behavior and mode shift.  It was 

expected that the travel demand model would help contribute to the technical approach of 

modelling active transportation. 

1.6. Goals and Objectives 

The goal of this research was to create a 4-step travel demand model for active 

transportation in Fredericton to identify and quantify factors that influence the use of active 

transportation on two bridges in Fredericton.  The outcome of this work will support active 

transportation planning and forecasting, and contribute to the field of AT research for small 

urban areas by demonstrating the application and calibration of the 4-step travel demand 

model.  Detailed documentation of the calibration process, including a systematic way of 
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adjusting factors and functions during the calibration of a network will help in quantifying 

the difference in volumes and travel behaviour on the two bridges. 

The specific objectives required to achieve the goal were as follows: 

1. Quantify existing travel movements for pedestrians and bicyclists on both bridges. 

2. Create a travel demand model for active transportation use in Fredericton. 

3. Calibrate the travel demand model to reflect reality and the existing network 

volumes. 

4. Determine the best changes/recommendations to make for the bridges to have 

changes in active transportation use and mode shift. 

While these objectives were being completed, there were limitations associated with the 

data and analysis. All limitations and assumptions for this study were discussed below. 

1.7. Scope and Limitations  

For this project, the scope of the research included 54 dissemination areas within the City 

of Fredericton, and six external stations.  These dissemination areas were within 13 census 

tracts; on either side of the Saint John River, where both bridges allow AT users to cross.   

Limiting the geographic size, as opposed to the entire City of Fredericton allowed for more 

feasible modelling, as well as for the model to be more sensitive to any network changes.  

The study area encapsulated the majority of the people that would use the bridge for work, 

commercial or residential use, and therefore the entire City of Fredericton would not be 

modelled for this thesis.   
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Another limitation would be that for the mode split step in the model, it considered both 

motorized and non-motorized users in only three modes of transportation.  The private 

transportation represented the cars and bikes, while the public transportation represented 

the walking mode.  Transit was excluded from this thesis due to the percentage of people 

choosing this mode of travel was quite small, approximately 2% (CHASS, 2021), 

compared to the mode choice of car, walking, or biking.  Finally, there were only three 

main trip types that will be the focus of this project and will include: Home-Based Work 

(HBW), Home-Based Other (HBO), and Non Home-Based (NHB). 
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Chapter 2. Literature Review 

The literature search included the following databases: Google Scholar, Transport 

Research International Documentation (TRID), and UNB Libraries.  TRID is an integrated 

database that has records from TRB services as well as worldwide transportation research 

records from book and technical reports to conference proceedings and journal articles.  

UNB Libraries included access to the following databases: ScienceDirect, Taylor & 

Francis Online, Sage Journals, and ResearchGate.  Search terms at the start began very 

broad with Active Transportation (AT) modelling, then AT planning in smaller cities, then 

began to narrow to the standard practices used for AT planning, different travel demand 

modelling methods, and factors that affected AT behaviour. Different cities and 

municipalities were reviewed as well to see their AT plans.  The type of literature reviewed 

included standard practices, scientific journals, and past case studies.  Many papers were 

read and reviewed with past studies completed where modelling included AT in their 

networks, different factors such as noise and effective width were tested, and examples of 

AT retrofits on bridges in North America. 

The following sections of the literature review explored topics relevant to understanding 

current transportation standard practices and guidelines supporting AT.  It explored any 

previous models that incorporated AT into their planning and forecasting and what they 

did in terms of modelling, as well as different potential models that can be used for this 

thesis. 
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2.1. AT and AT Planning in Canada 

The Government of Canada (2021) defines Active Transportation (AT) as the movement 

of people or goods powered by human activity. AT includes walking, cycling and the use 

of human-powered or hybrid mobility aids, and benefits include our health, society, the 

environment, and the economy (Government of Canada, 2021).  Active transportation 

infrastructure refers to the structures and surrounding environment, such as sidewalks, 

pathways, bike lanes, and multi-use trails.  The most effective active transportation 

infrastructure allows for people to safely move through the network to their destinations 

(Infrastructure Canada, 2021).  

For small cities facing growth there are more challenges and limitations when it comes to 

AT travel demand forecasting and planning.  According to Transportation Association of 

Canada (TAC) (2008), smaller-sized communities tend to have a lack of data and therefore 

need to use default values from other urban areas.  Other challenges to the transportation 

planning process include lack of funding, lack of available expertise and general lack of 

resources (TAC, 2008). 

Population trends in smaller cities can be a major driver for transportation planning efforts 

(Transport Canada, 2009).  Transport Canada (2009) noted that a greater and faster-

growing proportion of elderly residents means that ñas seniors age they face a reduced 

ability to drive and become more dependent on other travel options to meet personal needs 

like shopping, medical care and social engagementsò.  The younger population faces issues 

of not being able to drive or cannot afford a car; therefore they are more likely to use active 
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transportation modes, which means that AT needs to be modelled and forecasted in 

transportation demand models. 

Table 1 below displays the state of the practice for transportation modelling within Canada 

(TAC, 2008).  Although this table is not just for AT planning and modelling, it still displays 

that there is a lack of standardized modelling across the provinces.  Many of the provinces 

do not have models for their entire region, rather some of the major cities or municipalities 

have their own model developed.   

For example, the province of Prince Edward Island has an AT strategy which was 

developed to lay out pathways to support Islanders in making active, cleaner and healthier 

transportation choices (Governement of Prince Edward Island, 2021).  Focuses included 

infrastructure improvements, route connectivity, strengthening partnerships, as well as 

promotion and education for the public.  In Fall 2021 there was a background network 

design analysis report published (UPLAND Planning + Design, 2021).  This report was a 

starting point for the network planning process, would help to inform discussion topics for 

public consultation, and identified issues which needed to be addressed by the network 

(UPLAND Planning + Design, 2021).  There were sections about key destinations, the road 

network, AT route usage for trails and bikeways, but no discussions about modelling users 

on the PEI AT network. 
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Table 1: State of the Practice in Transportation Modelling in Canada 
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The City of Fredericton is another example of a small city that had completed a few plans 

for AT and the network connection.  In June 2007, a master plan was created for trails and 

bikeways, with the overall intent to develop a user-friendly network of on-road and off-

road facilities for non-motorized movement within the city (SGE Acres Limited, 2007).  

This plan explored existing and planned routes, and developed an implementation program 

for the overall network, as well as it reviewed design principles and policies within the city.  

ñVisionsò for an ideal future included the addition of another pedestrian bridge over the 

river (SGE Acres Limited, 2007). Although the Westmorland Bridge is available for 

pedestrian and cyclists, City of Fredericton data showed that non-motorized users are not 

choosing this facility to the degree one might expect given its direct connection to 

downtown (SGE Acres Limited, 2007).  This master plan based its recommendations and 

implementation on the city budget, with no modelling to be done to see if these changes 

would attract pedestrians and bicyclists.  The second plan was completed in January 2017 

and was an active transportation connection plan, with the goal to identify gaps and 

prioritize connections and locations for future (Parsons, 2017).  GIS was used to identify 

existing trails and bike lanes and concept upgrades identified by the public, but again no 

modelling was completed to determine the project phasing order and implementation and 

if the public would use all the new upgrades. 

2.2. Active Transportation in Standard Practice 

AT and AT planning are described within several different standard practice resources.  

The following sections below describe AT within these resources found in the research 

process, as well what is missing in these resources in regard to AT and AT planning.  The 
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approach taken to understand the state of the practice with respect to AT planning was to 

explore materials by the following agencies and organizations that impact AT planning and 

forecasting including: the TRB, NCHRP, TAC, and AASHTO.  A review of many different 

studies and journals found these agencies and organizations to determine the standards and 

guidelines they followed when modelling a network that incorporated AT planning.  The 

literature search process also included ensuring that these resources found were the most 

up to date editions available with the most current information. 

2.2.1. Transportation Planning Handbook 

The Transportation Planning Handbook is by the Institute of Transportation Engineers 

(ITE).  ITE is a community of transportation professionals who identifies necessary 

research, develops technical resources including standards and recommended practices, 

and serves as a network of exchanging expertise, knowledge, and professional information. 

This handbook is of importance as it provided references and material on important 

planning topics, with a focus on performance-orientated planning and new trends in the 

industry.  ITE (2016) stated that ñtransportation engineers are beginning to gain a better 

understanding of the role and characteristics of bicycle and pedestrian movements, but 

there is still much to learn about their behaviorò. This handbook stated that the 

transportation planning field has a long way to go to develop tools and methods for 

analyzing walking and bicycling that are as sophisticated as those associated with motor 

vehicle modelling (ITE, 2016). 
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Chapter 13 was about planning for pedestrians and bicyclists, and in this chapter ITE 

(2016) noted that while bicyclist and pedestrian travel demand models have not reached 

the same level of detail as motorized demand modelling, some techniques can provide 

reasonable estimates of the demand for such travel.  Characteristics of the land uses 

adjacent to bicycle and pedestrian networks and how they can influence the decision to 

bicycle or walk are an important consideration in models.  There are several analysis 

methods and tools that ITE explained that can be used to estimate the travel demand for 

walking and bicycling, and were divided into three major categories: tour-generation and 

mode-split models, GIS-based walk-accessibility model, and enhancements to the trip-

based models (ITE, 2016). 

In terms of the planning process and design considerations for AT users including 

pedestrians and cyclists, basic characteristics to consider include: average space needs (the 

average pedestrian occupies a space of 45 cm by 60 cm), walking and cycling speeds, 

capacities for both pedestrian and cyclist facilities, as well as different potential roadway 

treatments to accommodate cyclists.  Some typical design considerations for pedestrian 

facilities include sufficient width, protection from traffic, and continuity (ITE, 2016).  

Since many AT user decisions are influenced by the perceived quality of the experience, 

security, safety, and convenience; considering the characteristics above can create a safer 

network that more users will want to travel on. 

Another important chapter was travel demand and network modelling, and this went into 

detail about different travel demand models, model calibration and validation, and different 
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tools for demand analysis.  The Transportation Planning Handbook (2016) summarized 

standard practice for AT planning and travel demand modelling. 

2.2.2. National Cooperative Highway Research Program (NCHRP) Report 716 

NCHRP allowed for an effective way to solve problems that many of the same 

transportation departments were facing through systematic studies and research.  This 

program allows for these issues in the transportation network have their research 

accelerated and the results to be shared across many different departments.  NCHRP works 

on shared national problems and issues, and is designed to seek solutions effectively and 

sufficiently, while it is designed to maximize efficiency while producing the highest quality 

research results (TRB, 2012). 

This report, by TRB (2012), was an update to NCHRP Report 365: Travel Estimation 

Techniques for Urban Planning and provided updated guidelines on travel demand 

forecasting procedures and their application for solving common transportation problems 

(TRB, 1998).  There were many different approaches and techniques presented for different 

levels of detail that users require in their models and parameters.  In January 2014 the 

Transportation Research Board (TRB) released NCHRP Report 735: Long-Distance and 

Rural Travel Transferable Parameters for Statewide Travel Forecasting Models, which 

supplements NCHRP Report 716, but there have been no completed updates to NCHRP 

716 since. 

Since NCHRP Report 365 was published, significant changes have occurred affecting the 

complexity, scope, and context of transportation planning. Transportation planning tools 
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have evolved, enabling improved and more flexible analysis to support decisions.  In 

addition, the default data and parameters in NCHRP Report 365 needed to be updated to 

reflect the planning requirements of the current day and the next 10 years.  This report was 

written at a time of change in the field of travel demand forecasting noted TRB (2012): 

ñthe 4-step modelling process that has been the paradigm for decades is no longer the only 

approach used in urban area modellingò. Tour- and activity-based models have been and 

are being developed in several urban areas. At the same time, the 4-step process will 

continue to be used for many years, especially in the smaller- and medium sized urban 

areas for which this report will remain a valuable resource (TRB, 2012). 

The 4-step modelling process has seen several enhancements such as the inclusion of 

nonmotorized travel in models.  Yet TRB (2012) notes that ñnonmotorized modes are not 

yet included in all models, especially in smaller urban areasò. 

In terms of nonmotorized transportation planning, the number of agencies fully integrating 

nonmotorized modes into travel demand forecasting is still small.  However, there is 

continued interest in including nonmotorized users as part of their planning practice (TRB, 

2012).  Several approaches to incorporating nonmotorized travel into regional travel 

demand forecasting models are in use in different areas.  Nonmotorized modes can be 

separated into more than one mode, such as walk and bicycle, but many times are treated 

as a single mode choice (TRB, 2012) 
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2.2.3. TAC Geometric Design Guide for Canadian Roads 

TAC is the Transportation Association of Canada and is an organization that develops 

publications identifying best practices and encourages coordination of those practices 

across jurisdictions.  TAC does not set standards but is rather a principal source of 

guidelines for planning, design, construction, management, operation, and maintenance of 

urban transportation infrastructure systems and services.  They have many different 

councils and committees for different topics within transportation communicating on up-

to-date research and development ideas. 

This guide contained the current design and human factors research and practices for 

roadway geometric design. It provided guidance to planners and designers in developing 

design solutions that meet the needs for a range of users while addressing the context of 

local conditions and environments (Chiu, et al., 2017). Design guidelines were included 

for freeways, arterials, collectors, and local roads, in both urban and rural locations as well 

as for integrated bicyclist and pedestrian design. In terms of AT design there were chapters 

for both bicycle and pedestrian integrated design, but no guidelines for estimating demand 

of AT users.  There were examples of integrating these AT modes into roadways currently 

only for motorized users, as well as frameworks for appropriate selections of specific 

design elements, lane widths, and appropriate types of facilities to be used in different size 

regions. 

The importance of nonmotorized modes is broadly recognized, and many Canadian 

municipalities placed the accommodation of pedestrians and cyclists at the top of their 

priority list for road design purposes.  Chiu et al (2017) stated ñit is thus the duty of the 
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designer to recognize this need and to ensure that their facility designs for pedestrians and 

cyclists are both technically rigorous and recognize the current state of knowledge and 

practice for such purposes, particularly in urban and suburban areas where such needs may 

be required throughout the road systemò. Technical guidance is integrated throughout the 

guide as required to recognize this reality in all aspects of geometric design (Chiu, et al., 

2017). 

An important chapter was bicyclist integrated design.  Chiu et al (2017) noted that ñin 

design, perceptions of cyclist safety and comfort are of critical importance when it comes 

to multimodal transportation systems and are significant challenge to overcome given the 

vulnerability of cyclists relative to other modesò.  This guide considered the physical and 

perceptual capacities of cyclists in relation to other road users directly and indirectly.  To 

effectively integrate bicycle transportation, Chiu et al (2017) stated that ña designer must 

understand which road characteristics motivate or deterred potential and existing cyclists, 

and that there is a strong connection between perceived versus actual safety of cycling 

infrastructureò.  This guide gives different operating envelopes for both biker and 

pedestrian spaces for adequate clearances to be designed.  Protective barriers and lane 

widths were also provided in this guide for different facilities and their interactions.  The 

recommended guideline range for a bike lane is between 1.8 meters and 2.5 meters, to be 

able to provide ample safety, comfort, and desirability for the design user group, with 

typical travel speeds between 15 km/h to 30 km/h, while the recommended limits for a 

shared multi-use path is 3 meters to 6 meters (Chiu, et al., 2017). 
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Another chapter was pedestrian integrated design, and in section it included characteristics 

of a desirable pedestrian facility.  Some of these included easily navigated distance between 

origins and destinations, continuous and direct travel between origins and destinations, 

barrier-free and reasonable-level routed for safe passage, adequate clear space for walking, 

physical separation from other modes of travel, sufficient opportunities for safe roadway 

crossings with clear sightlines, and presence of other pedestrians (Chiu, et al., 2017).  

Combinations of these characteristics can begin to explain AT users and their behaviours. 

2.2.4. AASHTO Council on Active Transportation Research Roadmap 

In July of 2021 the AASHTO Council on AT created a research roadmap to review and 

summarize current research and relevant events happening in this field.  The Council on 

Active Transportation addressed issues related to bicycle, pedestrian, and other AT modes, 

including non-motorized access to the multi-modal network.  The Council also provided 

input on related policy issues to the Transportation Policy Forum, as well as reviewed and 

provided input on proposed federal policies of national concern and identifies key policy 

areas for review and discussion by the Transportation Policy Forum (AASHTO, 2019).   

This research roadmap aimed to assist the AASHTO Council on Active Transportation 

(CAT) implement its Strategic Plan, which included goals and strategies related to 

research.  Dill et al (2021) noted that ñthe 4-step travel demand models have traditionally 

focused on motorized transport. However, using the process to better understand bicycle 

and pedestrian trips can help to understand development impacts, prioritize projects, plan 

active travel networks, and plan for AT user safetyò.  Dill et al (2021) also stated that ñit 

is known that agencies have not been quick to incorporate AT modes into models, and the 
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lack of widely available AT travel behavior data, relevant built environment data, and the 

focus on traffic analysis zone (TAZ)-level modelling has been a barrier preventing many 

planning organizations from incorporating AT modes into regional travel modelsò.  There 

is a growing amount of research on how to better incorporate these modes into models, 

with focuses on trip generation and mode split.  There are still research gaps in detailed 

travel behaviour data, the impact of walking and bicycling trips, AT modelling methods 

and standardization (Dill, et al., 2021). 

2.3. Tr avel Demand Modelling for Active Transportation 

Transportation planners can use multiple different methods to model travel demand.  Below 

are three different modelling methods that can be used for AT planning and forecasting, 

each with their own characteristics, inputs, and outputs. 

2.3.1. 4-Step Travel Demand Model 

Traditional travel demand modelling consists of four sequential steps: trip generation, trip 

distribution, mode choice, and trip assignment.  Data collection for this method includes 

household travel surveys and use of census data (ITE, 2016). 

The first step is trip generation, and this included predicting the total number of trips 

generated, and the production and attractions in each zone of the study area (Ortuzar & 

Willumsen, 2011).  This can be achieved either by regression techniques or through cross-

classification analysis. Both productions and attractions are estimated for different trip 

types. The most common trip types are home-based work, non home-based and home-

based other (ITE, 2016).  Trip production factors can include household structure, income, 
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car ownership, family size, and residential density, while trip attraction factors include 

employment, industrial, commercial, and other services (Ortuzar & Willumsen, 2011). 

Trip distribution addresses how many of the trips generated in the trip generation step, with 

these trips being in the same units used by the trip generation step, as well as addressing 

the travel between zones.  Trip distribution requires explanatory variables that are related 

to the impedance, which is generally a function of travel time and/or cost (TRB, 2012).  

TRB (2012) noted that ñthe inputs to trip distribution models include the productions and 

attractions by trip purpose for each zone, and measures of travel impedance between each 

pair of zonesò.  The outputs for trip distribution are production zone to attraction zone trip 

tables, and because trips of different purposes have different levels of sensitivity to travel 

time and cost, trip distribution is applied separately for each trip purpose, with different 

model parameters (TRB, 2012).  ITE (2016) stated that ñthe gravity model is the most 

common model used for this step, and assumes that the number of trips from zone i to zone 

j is directly proportional to the product of trip productions in zone i and trip attractions in 

zone j, and inversely proportional to a friction factor (a function of impedance) between 

the two zonesò. 

Mode choice models are used to predict the number of trips that will use each of the 

available modes (ITE, 2016).  Discrete choice models, such as multinomial logit and nested 

logit models, are the predominant modelling approach used in practice. ITE (2016) stated 

that ñthe most widely used discrete-outcome modelling approach is the multinomial logit 

model, which is based on the concept of utility, and this approach assumes that individual 

travelers assign a utility to each of the available modesò.  The mode choice model splits 
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the trip tables developed in trip distribution into trips for each mode analyzed in the model, 

with these tables are segmented by trip purpose (TRB, 2012).  Eash (1999) noted that 

ñvehicle models measure the difficulty of travel as a combination of weighted travel time 

and cost, which are less meaningful for nonmotorized travel, while the decision to make a 

walking or biking trip and the choice of a destination that can be reached by walking or 

cycling may have more to do with the safety or attractiveness of available walking or 

cycling routes than travel time or costò. 

Trip assignment is the last step of the 4-step travel demand model and results in an 

estimated demand on each of the network links.  In this step the trip productions and 

attractions are converted into origins and destinations for each zone.  Different approaches 

include all-or-nothing, incremental, capacity-restrained, user equilibrium, and system 

optimum assignment (ITE, 2016). 

Figure 1 below displays the sequence of the 4-step travel demand model with its inputs and 

outputs (ITE, 2016). 
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Figure 1: 4-Step Travel Demand Model Sequence 

2.3.2. Simulation 

The second method to model travel demand is microsimulation.  This is a disaggregate 

approach that can capture multiple activities (Jonnalagadda, Freedman, Davidson, & Hunt, 

2001).  Jonnalagadda, Freedman, Davidson, & Hunt (2001) noted that simulation ñallows 

for a better distribution of trips with the use of more explanatory variables related to the 

spatial orientation of both the origin and destination zones and household and tour 

characteristicsò.  This distribuion of trips indroduces variation because of its random 

distribution process invloved in choosing alternatives (Jonnalagadda, Freedman, Davidson, 

& Hunt, 2001). 
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Eash (1999) noted that ñthe development of nonmotorized models has been hindered by 

the lack of walking or cycling travel data for model calibrationò. Although less often the 

case today, it was common in the past for household travel surveys to collect data only on 

vehicle trips.  Microsimulation can also simulate the mode choices of individuals using 

Monte Carlo methods and choice probabilities from a logit mode-choice model (Eash, 

1999). 

Microsimulation models, although they have a stochastic component, do not capture 

reliability well, because of their uncertainty in the modelling of driver behavior rather than 

day to day variations in demand and capacity due to incidents (Dowling, Marigotta, Cohen, 

Skabardonis, & Elias, 2011).  Dowling, Marigotta, Cohen, Skabardonis, & Elias (2011) 

also stated the ñresearchers attempting to predict the impacts of the more operational 

oriented strategies have generally relied on microsimulation models while researchers 

focusing on the more demand-oriented strategies have relied on sketch planning models or 

components of travel demandò.  Each method of travel demand modelling has different 

properties and outputs that are valuable. 

Alsaleh & Sayed (2020) stated that ñlimited studies have investigated the development of 

microsimulation models of road usersô behavior and interactions at shared spacesò.  Most 

of the existing microsimulation models were developed to model a single mode of 

transportation, e.g., vehicular traffic, pedestrian flow, or cyclist flow.  Nevertheless, 

microsimulation models of pedestrians and cyclists are less developed compared to the 

vehicular traffic (Alsaleh & Sayed, 2020). 
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2.3.3. Agent-Based Modelling 

Agent-based modelling includes techniques used to model individual trip makersô activities 

during a given travel time period.  Alsaleh & Sayed (2020) stated that ñThe Agent-Based 

Modelling (ABM) approach is an appealing and powerful approach for realistic modelling 

of road usersô behaviour and their complex interactions in shared spacesò.  Kagho, Balac, 

& Axhausen (2020) explained that ñagents are singular entities that are independent, make 

autonomous decisions, and are capable of interacting with other agents and their 

environment. They are governed by a set of behaviors that can be referred to as rules that 

define how they interact among themselves and with the environmentò. These rules can be 

created from real world behaviors, and characteristics of agents are part of what 

distinguishes an agent-based model from aggregate approaches (Kagho, Balac, & 

Axhausen, 2020).  Kagho, Balac, & Axhausen (2020) noted that ñthe agent-based model 

provides a framework where different models required to solve a problem can be integrated 

into one system and each agent in that system can then use the most appropriate model for 

solving its specific problemò. Its microscopic framework can integrate different 

transportation related models (Kagho, Balac, & Axhausen, 2020). 

The challenges and limitations that come with agent-based models include the input data, 

cost of computation, transparency, validation, reproducibility, and standardization.  

Available data may be in different forms and require cleaning or transformation in order to 

be used in the agent-based model, and this cleaning process can introduce errors (Kagho, 

Balac, & Axhausen, 2020).  In smaller cities specifically, there may not be all the correct 

data available where larger urban cities have larger quantity of data and data collection 
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tools to use from.  Furthermore, an important aspect of agent-based models is in predicting 

future travel scenarios. Yet, there are no existing reports that have validated the forecasting 

ability of agent-based models, and forecasting is an important part of AT decision making.  

Agent-based modelling relates to activity-based modelling as its is based off travel derived 

from participation in activities and depended on the organization of those activities 

(Virginia Department of Transportation, 2009).  These activities and travel patterns are 

organized within activity-based models as sets of related trips known as tours (Virginia 

Department of Transportation, 2009).  ITE (2016) stated that activity-based models 

ñestimate travel demand based on a basic premise that the demand to accomplish personal 

activities during the day produces a demand for travel that is often connectedò.  Compared 

to the 4-step travel demand model, this method considers the linkages among different trip 

purposes that a traveler might accomplish during a typical trip-making time period (ITE, 

2016).  

These three modelling approaches all presented ways to incorporate AT into network 

planning and forecasting, although some are not as developed as others when it comes 

compared to the motorized modelling. 

2.4. Travel Demand Modelling Software 

There are many different types of software available for all methods of travel demand 

modelling.  Below are some of the software that were explored and their different features 

and outputs. 
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2.4.1. PTV Group 

PTV Group is a company that has many different transport planning products.  These 

products can use all three transportation planning methods described earlier to help model, 

plan, and predict networks.  Three specific products that were explored included VISUM, 

VISSIM, and VISWALK . 

One software package available for 4-step travel demand modelling is VISUM.  This is a 

macroscopic simulation and traffic planning multimodal software that can perform quick 

analysis to test more scenarios to gain deeper insights on networks, as well as it uses 

embedded GIS to improve functional performance (PTV Group, 2021).  Outputs on 

VISUM after all steps and calculations are complete include calibrated matrices, network 

volumes, and individual link information.  This type of method is not able to model ñtrip 

chainsò where a person may stop multiple times in one journey but is excellent for 

forecasting different changes to a network (Baerg, Chow, Martinez, & Ward-Waller, 

2014). 

There are two different simulation software, both from PTV group that allow for travel 

demand modelling.  The first is VISSIM and is a program that completes microscopic 

simulation and can simulate multimodal and microscopic traffic.  It uses detailed 

behavioural models, which allow local conditions and characteristics to be replicated, 

including route choice, lane choice, lane changing, and vehicle following behaviour.  All 

interactions can be simulated, as well as the optimization of existing high pedestrian traffic 

locations.  VISSIM can model networks and complex intersections considering different 

modes and their infrastructure and their interaction and dependencies.  Results can be 
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displayed with a realistic representation of the simulation in 3D (PTV Group, 2021).  The 

next software is VISWALK  and this simulates and displays the behaviour of pedestrians.  

It can replicate and analyze the human walking behaviour realistically (a solution that takes 

into account the psychology of human walking behaviour for any location or situation), is 

suitable for urban and construction planning, and can plan pedestrian safety and evacuation 

measures (PTV Group, 2021).  VISWALK  can predict flows for crowds and individuals, 

interactions with other modes, evaluated safety rules, and operation efficiency (PTV 

Group, 2021). 

2.4.2. TransCAD 

TransCAD is another travel demand modelling software that uses GIS and transportation 

modelling capabilities with the 4-step travel demand approach.  This software allows for 

all modes of transportation to be modelled at any scale and is an analysis tool that has 

visualization and mapping capabilities (TransCAD, 2021).  TransCAD can display entire 

city networks, calculate matrices, and indicate routes travelled by different modes.  The 

software can also forecast demand in response to changes in regional development, 

demographics, and transportation supply (TransCAD, 2021).  With TransCAD (2021) 

there can be separate and fully integrated networks for bicycles and pedestrians. Pedestrian 

links can be full street networks and walk links can be included in transit networks 

(TransCAD, 2021). 

2.4.3. EMME  

EMME is a transportation forecasting system for planning the movement of users travelling 

with many different modes (INRO, 2021).  This software again uses the 4-step travel 
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demand model and mapping to help make planning and forecasting decisions and look at 

different scenarios in a network. INRO (2021) allows for travel demand forecasting and 

for EMME to ñimplement virtually any zonal-aggregate travel demand model with any 

feedback structure, trip generation and distribution choice models, as well as apply trip 

chaining and capture multimodal accessibilityò. 

2.4.4. QRS II 

QRS II is another software that uses the 4-step travel demand process to analyze networks 

and forecast travel.  AJH Associates stated that ñamong its advanced capabilities, QRS II 

performs equilibrium traffic assignment and stochastic multipath transit trip assignmentò.  

Congestion can be reflected as forecasts of patterns of travel, as well as the presence of 

conflicting and opposing traffic (AJH Associates, 2021).  Some of its features included its 

ability to import trip generation results from other results such as spreadsheets, eight 

different modes available to be defined, multiple methods of traffic assignment, and utility 

for converting network data from GIS and other travel forecasting packages (AJH 

Associates, 2021).  This software is also based on the planning procedures found in 

NCHRP Report 187 and NCHRP Report 365. 

2.4.5. Software Comparisons 

Between EMME and QRS II, they can both perform the 4-step travel demand forecasting 

process.  Yue and Yu (2000) compared both of these software, and they noted that ñQRS 

II provides a large number of default parameters and default calculation formulas and 

procedures, while in EMME, users must create matrices and define functions that are 

needed to perform calculations, especially for steps other than traffic assignmentò.  Both 
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programs can also be calibrated to match the forecasted results with traffic counts (Yue & 

Yu, 2000).  For the assignment step, QRS II performs highway and transit network 

assignments separately.  While EMME can perform highway and transit network 

assignments either separately or simultaneously, which reflects a real-world transportation 

system (Yue & Yu, 2000). 

When comparing TransCAD and VISUM, there were a few differences between the two.  

First is the software structure, and this entails that within VISUM all features are in a single, 

integrated platform using ArcGIS, with VISSIM being integrated (Weeks, 2010).  While 

for TransCAD, there is a GIS with all features in a single, integrated platform; and the 

TransModeler is separate (Weeks, 2010).  Another difference is with the ease of use, and 

for this feature VISUM has menus, scripting, and toolbars, while TrandCAD has the same 

but there is no undo feature for many of the tasks (Weeks, 2010).  Both software can model 

five different modes: passenger, freight, transit, pedestrian, and bicycle as well as the same 

modelling techniques: four step model, activity based demand model, numerous discrete 

choice and assignment options (Weeks, 2010). 

A study in Sweden compared EMME and VISUM with respect to public transport 

assignment and found that there were differences in headway-based algorithms for each 

software (Hildebrand & Hortin, 2014).  The results of this showed that there are differences 

between the program algorithms, but the significance varies depending on which output is 

being studied and the size of the network (Hildebrand & Hortin, 2014).  Hildebrand & 

Hortin (2014) noted that ñVISUM will first of all focus on the shortest total travel time and 

then consider the other lines with respect to the maximum waiting time, while EMME first 
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focuses on the shortest travel time and then considers the total travel time for other lines 

with half the waiting time instead of the maximum wait timeò.  This resulted in that less 

transit lines will be attractive in EMME compared to VISUM (Hildebrand & Hortin, 2014).  

But their conclusions noted that ñit is most important to choose the best parameter values 

and not to choose the "best" software when simulating a traffic networkò (Hildebrand & 

Hortin, 2014). 

2.5. Factors Influencing Active Transportation 

Active transportation has many different factors that can influence the use of the number 

of users on a network or a particular link.  Below are a few factors that can make an impact 

on AT use and their travel behaviour. 

Whether a facility is already existing or just being built, there are upgrades that can be done 

to improve AT use and the safety of pedestrians and cyclists.  Wang, Li, Zhu, Wu, & Li 

(2015) stated that ñcompared to building new facilities in new development projects, 

redevelopment projects also need to deal with the internal and external existing 

transportation facilities and travel demand especially non-motorized trafficò.  However, 

facilities for non-motorized traffic are required but are often ignored in transportation 

planning, and the impact on the traffic is not as well evaluated compared to motorized 

traffic. There are times when land use changes under redevelopment, and therefore the 

travel demand and behavior for both motorized and non-motorized travel will be influenced 

(Wang, Li, Zhu, Wu, & Li, 2015).  
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Integrating motorized and nonmotorized connections provide users with more accessibility 

and connectivity.  Just looking at the factors that influence AT, Chan & Farber (2020) 

determined that a positive association include population density, proportion of residential 

land, population age, low automobile ownership and median income.  The proportion of 

commercial and institutional land, street density, and the amount of car parking at stations 

are some factors that are negatively associated with AT (Chan & Farber, 2020).  These 

factors can all be potentially investigated during scenario testing after the travel demand 

has been calibrated, to determine if they may help in quantifying the differences between 

the AT use. 

A past study was completed by Saneinejad, Roorda, & Kennedy (2011) which explored 

the relationship between weather and home-based work trips within the City of Toronto, 

with a focus on active modes of transportation.  Overall, Saneinejad, Roorda, & Kennedy 

(2011) confirmed from the results that the impact of weather on active modes of 

transportation is significant enough to deserve attention at the research, data collection and 

planning levels.  It found that younger individuals walking and cycling are more negatively 

affected by cold temperature, wind speed negatively influences cyclists about twice as 

much as pedestrians, and precipitation negatively influences cyclists more strongly than 

pedestrians (Saneinejad, Roorda, & Kennedy, 2011).  Femalesô tendency to bike is 1.5 

times more negatively affected by cold temperatures than males (Saneinejad, Roorda, & 

Kennedy, 2011).  This helped to address the gap in research on active transportation and 

weather sensitivities for different types of users. 
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Another factor that can influence AT is accessibility and is defined by Saghapour, 

Moridpour, & Thompson (2018) ñas the ease with which any land-use activity is reachable 

from a certain location and by a certain mode of transportò.  This study investigated 

incorporating accessibility measures and its benefits, since distance has been always a 

significant barrier to travellers using active transportation accessibility can influence the 

frequency of non-motorized trips (Saghapour, Moridpour, & Thompson, 2018).  This 

provided evidence that accessibility can be an explanatory variable in transportation 

demand modelling for active transportation.  As noted earlier, the estimated travel distance 

via the street network is most often used to measure accessibility; however, the AT network 

accessibility utilizes ped-sheds (Pace, 2014).  Pace (2014) explained that ñthis 

measurement simply counts the number of opportunities that can be reached within a 

predetermined distance or timeò.  More opportunities to access destinations created more 

accessibility, and this accessibility factor could be explored to help determine the 

differences between AT users in small urban areas.   

Sidewalk width is another factor that can influence the difference in travel behaviour for 

AT users, and especially on bridges, sidewalks are essential and provide safe crossings 

(FHWA, 2000).  As mentioned earlier, TAC Geometric Design Guide for Canadian Roads 

outlines recommended ranges for sidewalks and paths for both bikers and pedestrians 

(Chiu, et al., 2017).  While it is known that sidewalks support healthy and active 

communities, there are also some challenges with the design aspect. Bloomberg, Burden, 

Burney, Farley, & Sadik-Khan (2013) stated that ñit is easier to design sidewalks into new 

developments than it is to retroactively construct them into an already built contextò. They 
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explained that it is critical to find the appropriate distribution of space between competing 

uses within the right-of-way, and to ensure that sidewalks are designed and maintained 

properly to allow for safe and inviting use by pedestrians (Bloomberg, Burden, Burney, 

Farley, & Sadik-Khan, 2013).  A well-designed sidewalk can create a space that is 

pleasurable and safe to walk down, while a poorly designed sidewalk can be a deterrent to 

pedestrian traffic.  Some factors that contribute to an active sidewalk experience include 

safety, human scale and complexity, continuous variety, connectivity, and accessibility 

(Bloomberg, Burden, Burney, Farley, & Sadik-Khan, 2013).  As AT networks continue 

and a bridge crossing comes in the way, the sidewalks should be continued with their full 

width if possible and be placed on both sides of the bridge (FHWA, 2000).  If only one 

side of the bridge can be used the FHWA (2000) noted that ñthis should only be done when 

safe crossings can be provided on both ends of the bridge, and that they should be wider in 

order to accommodate large volumes of pedestrian trafficò.  The width of a sidewalk is an 

important consideration for travel demand forecasting and planning and its influence on 

the travel behaviour. 

Another factor that can have an effect on AT users is noise, with the main source of this 

coming from motorized traffic.  Motor vehicle occupants are enclosed in vehicles, which 

provides comfort and protection compared to AT users who are more vulnerable to various 

risks, including potential injuries, noise, and air pollution (Gossling, Humpe, Litman, & 

Metzler, 2019).  The paper by Gossling, Humpe, Litman and Metzler (2019) explored the 

effects of noise and exhaust smells on AT usersô behaviour.  The cost of exposure and noise 

was explored, as well as the reasons for making detours due to these risks. Gossling, 
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Humpe, Litman and Metzler (2019) stated that ñthese detours represent additional travel 

time by bicyclists to avoid externalities, and transportation planners often seeks to 

minimize travel time and costò.  Respondents in this study cycled on average 6.4% longer 

distances to avoid traffic risks, noise, and exhaust pollution.  The results confirmed that 

cyclists avoid specific roads, favouring safer, cleaner, or less noisy detours (Gossling, 

Humpe, Litman, & Metzler, 2019).  Therefore, if these risks can be decreased, then AT 

users or even motorized users may begin to use these routes more or users may transition 

their travel behaviour to more non-motorized modes.  Another study by Apparico, Gelb, 

Carrier, Mathieu, & Kingham (2018) explored exposure to noise and air pollution by mode 

of transportation during rush hours in Montreal.  The exposure of noise ranged from 

approximately 66 to 74 decibels for the modes of car, bike, and transit (Apparico, Gelb, 

Carrier, Mathieu, & Kingham, 2018).  Apparico, Gelb, Carrier, Mathieu, & Kingham 

(2018) noted that ñthe World Health Organization (WHO) recommends that the guideline 

value of 55 dB(A) should not be exceeded outdoors during the dayò.  In addition, in its 

policy on road traffic noise, the Quebec Ministry of Transport, Sustainable Mobility and 

Transport Electrification recommends that noise not surpass 65 dB(A) along traffic lanes, 

and this was exceeded for all modes of transportation (Apparico, Gelb, Carrier, Mathieu, 

& Kingham, 2018). 

All the above factors influenced AT and can potentially be explored for the case of 

determining factors that influence the use of AT users and their behaviour in small urban 

cities.  
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2.6. Profile of AT Bridge Upgrades in select North American cities 

Below are examples of cities that are planning to accommodate for AT users within the 

existing network of infrastructure.  Different examples are presented below where bridges 

in North America are presented with opportunities to help better the AT network and safety 

of pedestrians and cyclists.  

Winnipegôs rivers have divided its neighbourhoods, and the bridges for motorized users 

are designed primarily to funnel people through neighbourhoods, instead of acting as 

connectors between them (Bellamy, 2018).  Bellamy (2018) noted that ñthe cityôs many 

vehicular bridges have had limited success breaking down the traditional divisions between 

Winnipegôs communitiesò. A new pedestrian and cycling bridge, however, proposed to 

span the Assiniboine River and connect the non-motorized users of Osborne Village and 

downtown, might present a new model to effectively link many of Winnipegôs 

communities (Bellamy, 2018).  Bellamy (2018) stated that ñthe new bridge represents an 

important opportunity to change the dialogue about mobility in Winnipegò.  There may be 

other bridges with shoulders and sidewalks for AT users in the city, but a dedicated crossing 

changes the experience of those activities and by giving them priority, may attract more 

users (Bellamy, 2018).  Although this project is just in its preliminary stages, it would be 

an example of where AT demand modelling would help the city in making decision during 

the early stages of design.   

In the City of Saskatoon, Circle Drive needed to be widened due to the considerable growth 

and development, as well as increased traffic demands, and due to the design for the 

vehicles, the sidewalks then needed to be reassessed (Stantec, 2008).  In the report by 
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Stantec (2008), they stated that ñproviding alternative pedestrian accommodation was a 

need as the Circle Drive Bridge was the only crossing point over the South Saskatchewan 

River for pedestrians within the north end of the Cityò.  The first option was initially 

preferred as it was similar to the existing arrangement where pedestrians accessed ramps 

on each side of the bridge to transition from the Meewasin Valley Trail to the level of the 

bridge deck (Stantec, 2008).  This first option was considered to provide a safe environment 

for pedestrians due to the proximity of the walkway to the driving surfaces. The second 

option provided an improved geometric alignment for AT users connecting the Meewasin 

Valley trails which paralleled both sides of the river (Stantec, 2008). Additionally, Stantec 

(2008) explained that ñremoving pedestrians from the roadway elevation would improve 

the walking experience for pedestrians as they would be placed in an environment that was 

isolated from traffic and exposed to the natural setting provided by the river belowò.  Due 

to cost assessments, and improved traffic alignments at both approaches to the bridge, the 

second option was chosen, but also displays that proximity to vehicles and elevation change 

are important factors for AT users (Stantec, 2008).  This example does not discuss other 

reasons for choosing the design of the new pedestrian bridge, such as creating a model to 

see which option would provide more users. 

Seattle has some infrastructure barriers when it comes to cycling, and Ballard Bridge is an 

example of this and is only one of the few ways AT users can cross the Lake Washington 

Ship Canal (BergerABAM, 2014).  The sidewalks are very narrow, not wheelchair friendly, 

and have safety concerns when it comes to the railing height.  Fixing this was a high priority 

in AT master plans, and three potential designs were created.  The first alternative would 
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modify the existing barrier and railing to increase the usable sidewalk width without adding 

structure to the bridge.  The second alternative would widen the sidewalks on the 

approaches to either 6 or 10 feet, and the last alternative would install a railing between the 

travel lanes and the existing sidewalks on the approaches (BergerABAM, 2014).  

Challenges included right-of-way acquisition for widening and the bascule bridge for 

marine travel, and any analysis completed was only for the traffic and the new expected 

volumes (BergerABAM, 2014).  Again, like the example above, it was not stated anywhere 

that modelling was completed for AT users. This type of modelling would be effective in 

these scenarios as these cities have many AT users and better facilities over these bodies 

of water could help to change the travel behaviour of some motorized users to 

nonmotorized modes. 

The type of users on the bridge has evolved over the years, primarily in response to 

accommodating a growing number of cyclists using the bridge. Prior to 2009 in the City of 

Vancouver, people walking and cycling shared the sidewalks on both sides of the bridge. 

As the number of people crossing the bridge using AT grew, the shared sidewalk became 

increasingly hazardous for pedestrians and cyclists (Kenny, 2018).  In 2009, Kenny (2018) 

stated that ñthe City reallocated a southbound travel lane from general purpose traffic and 

prohibited pedestrians from using the east sidewalk in order to create a protected bicycle 

lane in each directionò.  Since then, the City of Vancouver reported that walking and 

cycling volumes have increased significantly with cycling growing by over 30% (City of 

Vancouver, 2015).  Based on micro-simulation traffic modelling, Kenny (2018) noted that 

ñthe overall impact to motor vehicle travel times and capacity is expected to be negligible 
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with the changes and redesign modelledò.  Modelling was completed to ensure all designs 

were working well in the city but was mainly for motorized users even though the focus of 

the project was AT improvements to address gaps in the pedestrian and cycling networks.   

Transportation demand modelling and planning are important for AT and even more 

important for bridge facilities given the long lifespans of bridges compared to the typical 

section of road, it is especially important that bridge rehabilitation projects consider bicycle 

and pedestrian access and connectivity (Cohn, Sperling, & Fehr, 2016).  Cohn, Sperling, 

& Fehr (2016) stated the ñbridge rehabilitation projects are opportunities to create critical 

connections in existing pedestrian and bicycle networks or provide safer and more 

comfortable facilities for nonmotorized usersò.  Travel demand modelling for AT users 

will help to ensure that the best designs are implemented so that all users will benefit and 

there may even be a change in behaviour from motorized to nonmotorized users. 

Many of these above examples show that AT decision-making is mainly due to cost 

assessments and traffic analysis for motorized users.  These all present themselves as 

opportunities that should have used AT travel demand models to help make the best 

decision for nonmotorized users. 

2.7. Summary  

Throughout the literature review process different standard practices were explored with 

respect to AT planning and modelling.  This included agencies and organizations such as 

the Transportation Planning Handbook by ITE (2016), the NCHRP Report 716 by TRB 

(2012), the TAC Geometric Design Guide for Canadian Roads by Chiu et al (2017), and 
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the AASHTO Council on Active Transportation Research Roadmap (2021).  These 

standards and guidelines helped to explain different modelling approaches, analysis 

methods for estimating AT demand, pedestrian and bicyclist characteristics, and research 

gaps in the transportation field for AT.   

While all the above standard practices and guidelines mention AT, none included a 

standard modelling practice or methodology.  This research can help transportation 

engineers begin to include AT demand modelling in all plans for small urban cities.   

There are a few different methods of travel demand modelling that were looked at during 

the literature review process and can be used for AT planning and forecasting: 4-step travel 

demand model, simulation, and agent-based modelling.  Each of these methods have 

different inputs, calculation techniques, network interactions, and outputs.  As well, there 

were many different software options explored for each of the travel demand modelling 

approaches.  Out of the three different modelling methods, the 4-step travel demand model 

application was chosen for an AT model in small urban cities, based on data needed and 

outputs that are delivered.   

There are many different factors that can influence the use of AT on a network.  This 

included noise, sidewalk width, weather, and accessibility.  Studies indicated that noise 

had a large impact on AT users and that some users even took longer detours to avoid the 

perceived risk associated with noise.  These factors can be explored and can potentially 

help to explain travel behaviour of AT users. 
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Finally, the research explored different examples of bridges in North America and their 

need to accommodate AT users.  Many of the examples looked at existing bridges and 

potential retrofits with many alternatives to help pedestrians and cyclistsô safety and 

connectivity.  Within these examples, many of the decisions made were based off cost 

assessments or the impact made to motorized users.  These examples all presented 

themselves as applications where AT travel demand models would help decision making 

and AT planning and forecasting. 

This research presented itself as an issue for AT planning in small urban areas, to help 

cities with decision making and the travel behaviours of AT users.  This sets as a precedent 

the potential for using the 4-step travel demand model for AT planning, as few studies have 

done this research in the past. 
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Chapter 3. Methods 

There is a lack of standardized practice for AT demand modelling and decision-making.  

This research aimed to develop and calibrate an AT demand model to identify and quantify 

factors that influence the use of AT infrastructure by pedestrians and cyclists through the 

study of two bridges in Fredericton.  The following section describes the processes taken 

before the AT modelling began.  This includes the study area, data sources and collection, 

modelling software selection, and creating the network to use for the model. 

3.1. Study Area 

The scope of this research included 54 Dissemination Areas (DA) within the City of 

Fredericton.  These DAôs are within 13 Census Tracts (CT); on either side of the Saint John 

River, where both bridges allow for pedestrians and cyclists to cross.  DAôs are the smallest 

standard geographic area for which all census data are disseminated (Government of 

Canada, 2021).  Table 2 displays the DA identification numbers, as well as their 

corresponding CT.  

Table 2: Study Area CT and DA 

 

CT 

(32000..) 
01 02 03 04 05 09 10 11 12 13 15 16 17 

DA 

(13100..) 
208 209 201 216 214 197 190 172 183 191 241 177 179 

   210 202 217 215 198 318 173 184 192 242  182 

    211 203 218   199 319 174 185 196 244     

   212 204   200 320 175 186  245   

    213 205     305   176 187         

   243 206     178 188     

      207         180 189         

         181 193     
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Figures 2 through 4 display the study area highlighted in yellow, as well as the DAôs 

labelled.  The entire study area can be seen in Appendix A.   

 

Figure 2: Study Area - Southside Downtown 

 

 

Figure 3: Study Area - Northside West 
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Figure 4: Study Area - Northside East 
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Limiting the geographic size to areas surrounding the two bridges, as opposed to the entire 

City of Fredericton allowed for the model to be more sensitive to any changes in the 

network specifically around the two bridges.  According to the 2016 Census Journey to 

Work data (CHASS, 2021), approximately 40% of people have a commute duration from 

private households with a usual place of work or no fixed workplace address of less than 

15 minutes and another 40 percent have a commute duration of 15 to 29 minutes.  The 

study area displayed encapsulates the majority of the people that would use the bridges for 

work, commercial or residential use, and therefore the entire City of Fredericton would not 

be modelled for this thesis. 

3.2. Data Sources 

Data sources included the 2016 Census dataset which was gathered from the CHASS 

Canadian Census Analyser (CHASS, 2021).  This included data about Population and 

Dwellings, Age and Sex, Household Information, and Journey to Work all at the 

Dissemination Area level.  This data was exported to an Excel file to be used for further 

calculations with trip productions and attractions.  The census dataset at the DA level 

represents the travel behaviour of more than one individual; therefore this was aggregated 

data.  One challenge that came with this data included that the model was not able to 

account for variability within a zone.   

Other data gathered was from the Canadian Business Patterns, Dissemination Area Level 

custom tabulation from the Scholars Portal Dataverse (University of Toronto, 2022).  That 

included establishment counts by DA, 6-digit NAICS and average employment size range 

from 2016.  To further organize and get only the study areas DA needed, the Beyond 20/20 
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Professional Browser was used to organize the data, which was then exported to an Excel 

file.   

Network speeds were determined through ArcGIS open-source data of the New Brunswick 

roads (City of Fredericton, 2021).  Traffic volumes were determined by the City of 

Fredericton traffic counts, and pedestrian counts on both the bridges were provided by 

Jonathan Lewis from the City of Fredericton (Lewis, 2021). 

All volumes for biking and walking on the Bill Thorpe Walking Bridge (Figure 5) were 

collected by the City of Fredericton traffic counters.   

 

Figure 5: Bill Thorpe Walking Bridge  

The AT counts for the Westmorland Street Bridge (Figure 6) were collected by the City, 

but the program Miovision was used to record and count the AT users for a period of 48 

hours to get the modal split between walking and biking.  The data helped to calibrate and 

validate the model after all steps of the 4-step travel demand model were completed. 
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Figure 6: Westmorland Street Bridge 

Summarized below is the data provided by the City of Fredericton needed for this research, 

including AT counts for both the Bill Thorpe Walking Bridge and Westmorland Street 
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Bridge.  Daily counts and 15-minute intervals for both bridges were provided for an entire 

year.  The data ran from July 1, 2017 to June 30, 2018.  Other datasets ranged from October 

27, 2020 to March 15, 2021 and included separated pedestrian and cyclists counts for the 

north end of the Bill Thorpe Walking Bridge.  Finally, the last set of data for the Bill Thorpe 

Walking Bridge ranged from January 1, 2021 to September 24, 2021 and this again 

included the north end of the Bill Thorpe Walking Bridge.  Both daily counts and 15-

minute intervals were provided, with the direction of the AT users direction of travel 

included.  For the Westmorland Street Bridge, the city set up Miovision for a period of 48 

hours looking at pedestrians and cyclists, which is a video recorder for data collection.  The 

intervals that were counted included the following periods: Wednesday, September 22, 

2021 from 11:00am to 11:00pm, and Thursday, September 23, 2021 from 7:00am to 

7:00pm. 

Preliminary analysis was also completed on the 2017 data provided by the City of 

Fredericton that looked at trends and different influences on the volumes throughout the 

year.  Analysis was completed on the data which explored hourly, daily, and monthly 

factors and their different trends and the potential differences between the two bridges.  

Hourly frequencies were also analyzed, looking at a comparison of weekend versus 

weekday, and winter versus summer months.  Finally, monthly weather data from 2017-

2018 was retrieved (Government of Canada, 2021).  From this the average mean 

temperature, total precipitation, and average speed of maximum wind gust were compared 

against the pedestrian counts that explored the trends to determine if these were 

contributing and significant factors. 
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3.3. Data Collection 

Data collected during the Fall 2021 semester included the data needed for calibration and 

potential scenario testing.  The sidewalk widths for both bridges were measured and 

recorded to be able to compare the walking width.  For the elevation changes, the City of 

Fredericton provided the grades for all approaches on both the Westmorland Street Bridge 

and the Bill Thorpe Walking Bridge.  They used GIS to generate the grades for pedestrian 

and cyclist access on the bridges and the surrounding access trails.   

Then sound level data were collected on both bridges to determine the differences and see 

if this may be a factor influencing the use of AT.  The sound was measured on both bridges 

with a handheld Mini Sounds Level Meter that meets IEC 652 Type II standards.  This was 

done on October 6, 2021 and October 7, 2021 from 7:30am to 8:00am in the morning and 

4:30pm to 5:00pm in the evening.  Every minute, the decibel level on the meter was 

recorded and can be seen in Appendix B.  Collecting the data helped to determine the 

differences between the two bridges that can contribute to the penalty that users assign to 

a route.  

3.4. Travel Demand Modelling 

After research of all the different types of modelling and software to use for this thesis, the 

4-step travel demand model was chosen.  Both simulation and the 4-step travel demand 

model allowed for travel demand modelling to be completed.  Due to the complexity of 

simulation modelling methods, it would likely not be able to be calibrated quickly enough 

to begin scenario testing before thesis deadlines.  More importantly, the model would 

require lots of data to be collected for the study area and small cities usually do not have 
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the same amount of data collection as large ones.  Data for larger cities can include 

household travel surveys, activity travel diaries, and detailed information on household 

socio-demographic characteristics. 

Agent-based modelling works well for transportation planning and modelling individual 

trip makersô activities.  This approach was not chosen for this thesis due to challenges and 

limitations such as the input data, cost of computation, transparency, validation, 

reproducibility, and standardization (Kagho, Balac, & Axhausen, 2020).  

The 4-step travel demand model was chosen because it is a more straightforward approach 

that can rely on more readily available data inputs in smaller cities (such as the Census). 

The 4-step travel demand model was sourced from standard practice through the ITE 

Transportation Planning Handbook, 4th edition (ITE, 2016), and with technical guidance 

from the NCHRP 716 (TRB, 2012). 

3.4.1. Software Selection 

It was earlier noted that there are many different types of software available for all methods 

of travel demand modelling.  Different software were compared such as EMME and QRS 

II, TransCAD and VISUM, and EMME and VISUM.  Given each software package is 

approximately equivalent in their approach to 4-step modelling, VISUM was chosen as the 

researcher was already familiar with it.  VISUM will produce the outputs needed for the 

scope of this thesis.  Outputs for this software include link and connector volumes by mode 

choice, link speeds, updated matrices that can easily be exported, and data visualizations 

on the study area network. 
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3.5. Network Creation 

The travel demand network had to be prepared and created in GIS before inputting into 

VISUM.  Within GIS, different layers had to be imported to gather all the data needed for 

the model.  This included the census tracts and dissemination areas from the Government 

of Canada (2021), and city street center lines and trails from the City of Fredericton open-

source data (2021).  All the streets, trails, and DAôs outside the scope of the study area had 

to be deleted and cleaned up before the network could be put into VISUM.   
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Chapter 4. Model Development 

After the network was created in GIS, it was ready to be exported into VISUM with all the 

information needed such as the street network and their lengths, speed limits, trails, and 

DAôs.  These layers were exported as shape files to be able to select all the information in 

the layers for the VISUM attributes when building the network.   

4.1. Network 

The GIS layers produced nodes, links, zones, and centroids for the study area.  Then 

centroid connectors were added into nodes of the network where all modes of transport 

were introduced into the model.  Figure 7 shows the study area with all zones and centroid 

connectors.  A larger map can be seen in Appendix C. 

 

Figure 7: Study Area Centroids and Connectors 
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All turns and links in the study area were then checked to ensure they were open to the 

correct directions of traffic and modes of transport.  There were some links that had to be 

closed in one direction because of one-way roads or entry and exit ramps to the 

Westmorland Street Bridge.  Certain link speeds were also manually changed to ensure 

they matched the current speed limits of the Fredericton roads.  Trails were only open to 

pedestrians and cyclists, while streets were open to all modes.  Then all unnecessary nodes 

and links were removed with a focus on main trails and street corridors.  This cleaned up 

the network links before the modelling process as some of the minor links would not have 

any traffic on them at all.  New AT links were drawn into the existing network that were 

not on the City of Fredericton open data sources but were paths that allow for more 

connection throughout the city.   

Finally, a network check was performed in VISUM and notified of any unconnected links 

or nodes in the network.  Figure 8 below displays the study area with all links and trails on 

the model.  The AT trails are in red while road links are black.   
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Figure 8: Study Area Network 
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Figure 9 displays the Westmorland Street Bridge and the surrounding trails for AT users 

to access the bridge.   

 

Figure 9: Westmorland Street Bridge Trail Connectivity 
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Figure 10 below displays the AT network surrounding both the Westmorand Street Bridge 

and the Bill Thorpe Walking Bridge. 

 

Figure 10: AT Network with the Two Bridges 

4.2. Demand Model 

Once the network setup was complete, then the demand model was created.  This entailed 

selecting the person groups and creating the three trip types: Home-Based Work (HBW), 

Home-Based Other (HBO), and Non Home-Based (NHB).  Then the transport modes were 

defined for the model, and this can be seen in Table 3 below.   

Table 3: Demand Model Transport Modes 

Mode Code Type Max Speed (km/h) 

Bike B Private (PrT) 15 

Car C Private (PrT) 200 

Walk W Public (PuT) 4 



 

58 

 

Walking was the only public mode of transportation, while both biking and car were private 

modes.  Transit was neglected from this model due to the overall low mode share according 

to the 2016 census Journey to Work data, as well as the lack of supporting data to calibrate 

and validate with. 

For the link speeds, the car mode had a maximum speed of 200 km/h as it was a VISUM 

set speed but the velocities would never reach that high as they depended on the link 

velocities set throughout the model and City of Fredericton speed limits.  The bike speed 

had a maximum of 15 km/h.  This value comes from past studies completed by Lin, He, 

Tan & He (2008) and Mohamed & Bigazzi (2019), where mean operating speeds from 

thousands of riders were 14.81 km/h and 16.6 km/h respectively.  The walking speed of 

4 km/h was the VISUM set walking speed as well as the mean walking speed of pedestrians 

in urban environments, for example, in a study completed by Virkler (1998) in which the 

average walking speed was calculated. 

4.3. External Stations 

Six external stations were created outside the study area to produce more traffic entering 

the model to assist with road traffic calibration.  Figure 11 below displays the external 

stations and their connectors into the study area.   
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Figure 11: External Stations 

These external station locations were based on AADT values from the NBDTI 2016 AADT 

map.  Since the connectors from the external station centroids to the study area links were 

open for all three modes of transportation, the skim matrices of time for both walking and 

biking had to be changed so only the car mode created productions based off the 2016 

AADT values.  This was completed by making the travel times infinite (i.e. 1000 minutes) 

for the other two modes to all zones travelling to or from the external stations, deterring 

walking and biking trips from the external stations as trips productions.   

Then the external station vehicle trips from the AADT values had to be turned into person 

trips so the units would be consistent throughout the model.  Table 4.16 of NCHRP 716 

was referenced for the average daily vehicle occupancy by trip purpose and time period 

(TRB, 2012).  All auto modes for the daily time period was used, and this resulted in vehicle 

1 

2 
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occupancies for the following trip types: HBW 1.10, HBO: 1.75, and NHB: 1.66.  Equation 

1 below was used to convert vehicle trips from the AADT map to person trips which were 

entered into the model.     

Equation 1: Converting Vehicle Trips to Person Trips 

Ὄὄὕ   ὃὃὈὝὠὩὬȢέὧὧόὴὥὲὧώ ὖὶέὨόὧὸὭέὲί Ϸ ίὴὰὭὸ 

Ὄὄὕ   ψυφπρȢχυπȢυσ χωσω 

The HBW vehicle occupancy value from NCHRP 716 was checked by using 2016 Census 

Journey to Work data to look at the percentage of drivers and passengers.  This resulted in 

about 9% passengers and 91% of people using a car are the driver.  This ensured that the 

1.1 vehicle occupancy for HBW was representative of Fredericton, and since there was no 

local data for HBO or NHB, these occupancy values were also assumed for Fredericton.   

Based on the productions calculated for all zones, the average percentage split of each trip 

type was taken and used for the external stations.  The following averages were calculated: 

HBW: 15%, HBO: 53%, and NHB: 32%.  These averages were applied to the AADT values 

and corresponding vehicle occupancy to determine the person trips for each trip type.  The 

productions for each external station separated by trip type can be seen in Table 4 below. 

Table 4: External Station Productions 

External 

Station # 

AADT value HBO Person 

Trips 

HBW Person 

Trips 

NHB Person 

Trips 

1 8560 7939 1412 4547 

2 7200 6678 1188 3825 

3 22500 20869 3713 11952 

4 6400 5936 1056 3400 

5 7190 6669 1186 3819 

6 6250 5797 1031 3320 
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4.4. 4-Step Travel Demand Model 

This section displays how each step was completed within VISUM for the travel demand 

model.  Once the network was imported with all the initial network information, connectors 

and external stations were added, and the demand model was created, then the procedure 

sequence could be started.  Figure 12 displays the process in which the 4-step travel demand 

model is run in VISUM (PTV Group, 2021). 

 

Figure 12: 4-Step Model Process in VISUM 

Before the 4-step demand model began, an initial assignment step was first introduced in 

the procedure sequence.  This initial assignment step deletes all existing assignment results.   
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4.4.1. Trip Generation 

The first step in the 4-step travel demand process was trip generation and addressed the trip 

types and how many trips begin (i.e. Productions) or end (i.e. Attractions) in each location 

(TRB, 2012).  This was achieved by starting with the trips of the individuals or households 

who reside in each zone or directly with some of the properties of the zones: for example, 

population, employment, or number of cars (Ortuzar & Willumsen, 2011).  Trip generation 

creates productions and attractions in one of the following units: vehicle trips, person trips 

by motorized modes, or person trips by all modes which includes both motorized and 

nonmotorized modes (TRB, 2012).  Factors that can affect trip generation include 

employment, income, car ownership, family size, household structure, value of land, 

residential density, and accessibility (Ortuzar & Willumsen, 2011). 

In this step the trip types were decided, and it was determined that there would be three 

main trip types: Home-Based Work (HBW), Home-Based Other (HBO), and Non Home-

Based (NHB), based on the óclassic threeô purposes in the NCHRP 716 Report by TRB 

(2012).  Therefore, trip productions and attractions were produced for all three trip types. 

The data and variables were gathered from the 2016 census at the DA level, as well as 2016 

employment data from Canadian Business Patterns.  Productions were based on household 

size census data and average values from NCHRP 716, while the attractions were based 

off basic, retail, and service employment data. 

NCHRP 716 tables were used for the generation of both production and attraction trips.  

For the productions, NCHRP 716 tables C.5 through C.7 starting on page C-13, were used 
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for all three trip types: HBW, HBO, NHB (TRB, 2012).  The C.5 through C.7 tables provide 

trip rates derived from NHTS data, based on different cross-classifications, such as 

household size by number of vehicles.  While for the attractions, NCHRP 716 table 4.4 

was used and provides trip attraction rates from selected MPOôs.  These tables from 

NCHRP 716 can be seen in Appendix D.   

The trip productions were estimated by average household size data from the census, with 

the census data being found in Appendix D.  The average values used from the NCHRP 

716 tables can be seen in Table 5 below, and the household size for each DA was from the 

2016 census data.  These average values from the NCHRP tables were then multiplied by 

the corresponding household person size in each DA to get the person trips for each trip 

type in all DAôs.  The total sum of trips for each household size in each DA was then 

calculated to have the total productions generated for each trip type.  These were the 

productions for all DAôs separated by the three trip types, which can be seen in 

Appendix D.   

Table 5: NCHRP 716 Trip Rates for Productions 

Trip Type Table used from NCHRP 
Household Size 

1 2 3 4 5+ 

HBW C.5 Number of Persons by Number of 

Autos 
0.5 1.2 2 2.3 2.4 

HBO C.6 Number of Persons by Number of 

Workers, Urban Area Less Than 500,000 

Population (Including Non-Urban Areas) 

1.8 3.6 6.7 9.5 12.9 

NHB C.7 Number of Persons by Number of 

Workers 
1.3 2.5 3.8 5.3 5.7 
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For the attractions, this involved using table 4.4 from NCHRP 716 (TRB, 2012).  Those 

models were applied to the employment data.  This was accomplished as basic, service, 

and retail employment was known from the Canadian Business Patterns 2016 dataset by 

using NAICS codes seen at the bottom of NCHRP 716 table 4.4.   

The Beyond 20/20 Professional Browser was used to gather and organize all the 

employment data from the Canadian Business Patterns.  The data only for the 54 DAôs 

were then saved as an Excel file for easier processing and analyzing.  Pivot tables were 

then used to organize the data and sort basic, service, and retail employment totals.  Given 

that exact numbers of employees per zone were not available, the average values from the 

employment bins in the dataset were used to estimate number of employees.  Both the 

employment bins (from Canadian Business Pattern dataset) and average values used can 

be seen in Table 6 below. 

Table 6: Employment Bins and Average Value of Employees 

Employment Bins Average Value 

of Employees 

Sum of 1-4 3 

Sum of 5-9 7 

Sum of 10-19 15 

Sum of 20-49 35 

Sum of 50-99 75 

Sum of 100-199 150 

Sum of 200-499 350 

Sum of 500 + 1000 

 

The average values of employees were then multiplied by the employment for all DAôs 

and all corresponding employment bins.  The sums for each DA of all bins were taken for 

the total, basic, service, and retail employees.  The final calculated employment data can 



 

65 

 

be seen in Appendix D.  Then these employee totals were used with table 4.4 from NCHRP 

716 to calculate the attractions for all DAôs.  For HBW model 1 was used, for HBO model 

3 was used as it did not involve the use of school enrollment data, and for NHB model 2 

was used as it had been created and calculated based on more MPO models.  The trip 

attraction rates coefficients used can be seen below in Table 7.  The final attractions for all 

DA and all trip types can be seen in Appendix D.  

Table 7: NCHRP 716 Trip Attraction Rates 

Trip 

Type 

Model 

Number 

House 

holds 

Basic 

Employment 

Retail 

Employment 

Service 

Employment 

Total 

Employment 

HBW 1     1.2 

HBO 3 0.7 0.7 8.4 3.5  

NHB 2 1.4  6.9 0.9  

 

To add in the attribute information for the study area zones into VISUM, the initial 

productions and attractions that were previously calculated in Excel from the census and 

employment data for all trip types was entered.  These values were stored within VISUM, 

so they did not get overwritten during the calibration process.  The calculated Excel values 

had to be integers that were entered into the zones attribute list in VISUM.  There were six 

columns for three trip types, and each had their productions and attractions.   

Then in the procedure sequence, trip generation was created with all three trip types.  The 

production and attraction functions were the initial productions and attractions previously 

entered for all zones in the attributes list in order to recall the values.  The matrix balancing 

was completed with the total productions.  After the procedure sequence was run, then new 
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columns in the zones list were added to display the calculated and balanced productions 

and attractions. 

4.4.2. Trip Distribution  

Trip distribution addressed how many trips were generated in the trip generation step, as 

well as addressing the travel between zones (TRB, 2012).  Trip distribution requires 

explanatory variables that are related to the impedance, which is generally a function of 

travel time and/or cost (TRB, 2012) .  TRB (2012) notes that ñthe inputs to trip distribution 

models include the productions and attractions by trip purpose for each zone, and measures 

of travel impedance between each pair of zonesò.  The outputs for trip distribution were 

production zone to attraction zone trip tables, and because trips of different purposes have 

different levels of sensitivity to travel time and cost, trip distribution is applied separately 

for each trip type, with different model parameters (TRB, 2012).   

For the gravity model, seen in Equation 2, inputs included trips produced in zone óiô and 

attracted to zone ójô, production of trip ends for purpose p in zone óiô, and attraction of trip 

ends for purpose p in zone ójô (TRB, 2012) .  The gravity model also included a friction 

factor, which is a function of the travel impedance between zone óiô and zone ójô, often a 

specific function of impedance variables obtained from the model networks, and optional 

adjustment factor or ñk-factor,ò which is used to account for the effects of variables other 

than travel impedance on trip distribution (TRB, 2012). 

Equation 2: Gravity Model (TRB, 2012) 

Ὕ ὖ
ὃ Ὢὸ ὑ

Вὃ Ὢὸ ὑ
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For the friction factors there are three common forms of mathematical formulas: power 

function, exponential function, and gamma function (TRB, 2012).  The travel impedance 

as well as different scaling parameters based on city size in NCHRP 716 were used to 

calculate this.  TRB (2012) noted that ñthese factors may be adjusted during model 

calibration to better fit the observed trip length frequency distribution data, and this 

adjustment is commonly done on a trial-and-error basisò.  Figure 13 below graphically 

displays different deterrence functions (Ortuzar & Willumsen, 2011). 

 

Figure 13: Deterrence Functions 

Then calibration was completed for all three trip type matrices, with the Furness Method 

and using bi-proportional, in order for the values to reflect reality.  Tri-proportional 

calibration did not work for this step as it required a travel time matrix (in minutes), as well 

as proportions of trips by organized bins (in minutes) (Ortuzar & Willumsen, 2011).  The 

proportion of trips is missing as there is data missing about the trip length of each individual 

trip made at the DA level. 
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Initial skim matrices were first created in the VISUM procedure sequence for all three 

modes of transportation.  Skim matrices are travel impedances such as time and distance 

between zones and even within a zone.  This included free flow travel time for car, free 

flow travel time for bike, and journey time for walking.  To calculate the skim matrix 

diagonals, see in Equation 3, the nearest neighbour technique was used.  This technique 

takes the average of the three closest zones then divides it by two. 

Equation 3: Skim Matrix Diagonal Calculation 

ὛὯὭά ὨὭὥὫέὲὥὰ
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ς

ὥὺὩὶὥὫὩτȢςυȟσȢφπȟσȢςς

ς
ρȢψυ 

The trip distribution step was then created in the procedure sequence, and this involved 

choosing a utility function for each trip type.  For this model, the utility function was 

defined by the free flow travel time for cars for all three trip types as this mode is the largest 

percentage of trips.  Next, the deterrence function type had to be defined, and for each trip 

type the combined function was used and can be seen in Equation 4 below.   

Equation 4: Combination Function 

ὪὟ ὟὩ  

The following function parameters were used in the model, seen in Table 8 below, as 

sourced from Table 4.5 of NCHRP 716.  These values were based off a small MPO with a 

population between 50 000 and 200 000.   
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Table 8: Combined Function Parameters from NCHRP 716 

Trip Type Function Type a b c 

HBW Combined 1.000 -0.265 -0.040 

HBO Combined 1.000 -1.017 -0.079 

NHB Combined 1.000 -0.791 -0.195 

 

Then the direction parameters had to be defined, and for this both HBO and NHB were 

doubly constrained with matrix balancing according to productions total, while HBW was 

singly constrained with matrix balancing according to productions total.  The decision for 

singly or doubly constrained was sourced from Ortuzar and Willumsen (2011) as it stated 

that ñtypically, the journey to work will be modelled using a doubly constrained gravity 

model while almost all other purposes will be modelled using singly constrained modelsò.  

This is because it can be difficult to estimate trip attractions accurately for retail or 

recreational.   

Then the procedure sequence was run, and this created three demand matrices for each of 

the person trip types.  VISUM used the gravity model in this step to calculate and balance 

the matrices for the three trip types.  Below in Equation 5 are the parameters and equations 

the VISUM used for the gravity model. 

Equation 5: VISUM Gravity Model  

Ὂ Ὧ ϽὗϽὤϽὪὟ  

Ὂ
ὗϽὤϽὪὟ

В ὤϽὪὟ
 Ὢέὶ ὥὰὰ ὭȟὮ ύὭὸὬ Ὧ

ρ

В ὤϽὪὟ
 

Where: 

Ὧ ίὧὥὰὭὲὫ Ὢὥὧὸέὶ ὥὸὸὶὥὧὸὭὺὩάὩίί ὪὥὧὸέὶὪέὶ ὕὈ ὴὥὭὶ ᾀέὲὩ Ὥ ὸέ ᾀέὲὩ Ὦ 
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ὗ έὶὭὫὭὲ ᾀέὲὩ Ὥ 

ὤ ὨὩίὸὭὲὥὸὭέὲ ᾀέὲὩ Ὦ 

ὪὟ ὺὥὰόὩ έὪ όὸὭὰὭὸώ ὦὩὸύὩὩὲ ᾀέὲὩί 

Both the HBW and HBO matrices then needed to be converted to origin-destination 

matrices while NHB was already there.  To complete this, two new matrices were created 

by taking a home-based demand matrix and dividing it by two, then added the transpose of 

the same matrix divided by two again.  Using Equation 6 below allows for symmetry to be 

created in the matrix, as the trip is both leaving and returning home. 

Equation 6: Converting Productions and Attractions to Origin-Destinations 

Ὄὄὡ
Ὄὄὡ ͺ

ς
ὸὶὥὲίὴέίὩ
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After this was completed, there were three origin-destination demand matrices for the three 

trip types. 

4.4.3. Mode Choice 

Mode choice models are used to predict the number of trips that will use each of the 

available modes (ITE, 2016).  Discrete choice models, such as multinomial logit and nested 

logit models, are the predominant modelling approach used in practice. ITE (2016) stated 

that ñthe most widely used discrete-outcome modelling approach is the multinomial logit 

model, which is based on the concept of utility, and this approach assumes that individual 

travelers assign a utility to each of the available modesò.  The mode choice model splits 



 

71 

 

the trip tables developed in trip distribution into trips for each mode analyzed in the model, 

with these tables are segmented by trip purpose (TRB, 2012). 

Factors influencing mode choice can be classified into three groups: characteristics of the 

trip maker, characteristics of the journey, and characteristics of the transport facility 

(Ortuzar & Willumsen, 2011).  These can include car ownership, income, household 

structure, trip purpose, time of day, and whether the trip is undertaken alone or with others 

(Ortuzar & Willumsen, 2011).  For characteristics of the transport facility, this can include 

different costs such as fares, tolls, parking, fuel, and operating costs, as well as components 

of travel time such as in and out of vehicle and waiting and walking times by each mode 

(Ortuzar & Willumsen, 2011). 

A discrete choice model and utility function were used in this step to split the trips into 

three different modes.  Different discrete choice models include the binary logit model, 

multinomial logit model, nested logit model, and multinomial probit model (Ortuzar & 

Willumsen, 2011).  For each mode alternative a utility was calculated to represent the 

attractiveness and what should be maximized (Ortuzar & Willumsen, 2011).  This utility 

will then allow for the probability of each mode alternative to be calculated. 

In the procedure sequence, the mode choice step was created for all trip types.  The input 

demand matrices were the three origin-destination matrices created after the trip 

distribution step for each trip type.  

For the utility function, nine individual utility matrices were created for the three mode 

choices within three trip types.  The formula for each utility matrix was first based off 
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standard practice from NCHRP 716 tables 4.7 through 4.15.  The generalized utility 

function can be seen below in Equation 7.    

Equation 7: Generalized Utility Function 

Ὗ ὍὠὝὝ ὝὝὕ ὕὠὝὝ ὐὙὝὅὕὛὝ ΓȾὧὥὶ ὯάὈὍὛ 

These tables in NCHRP 716 gave coefficients for each trip type based off models from the 

MPO documentation database, for characteristics such as in-vehicle travel time, out-of-

vehicle travel time, and cost.  Table 9 below displays the original coefficients used from 

NCHRP 716. 

Table 9: NCHRP 716 Mode Choice Utility Coefficients 

Trip Type Table # Model # 
In-vehicle 

time 

Out-of-

vehicle 

time 

Cost 

HBW 4.8 I -0.025 -0.05 -0.005 

HBO 4.11 L -0.007 -0.017 -0.009 

NHB 4.14 O -0.035 -0.082 -0.011 

 

In-vehicle travel time and out-of-vehicle travel time coefficients were multiplied by free 

flow travel time skim matrices for car and bike, or journey time for walk.  These matrices 

were in the units of minutes.  For the cost coefficients, these were multiplied by trip 

distance or walk distance skim matrices created in VISUM.  Since the units for cost were 

cents, these coefficients were also multiplied by a mode specific value for cents per 

kilometer.  These values were based on personal costs such as operating, equipment, or 

maintenance costs sourced from the City of Calgary travel cost calculator by travel option 

(City of Calgary, 2022).  
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Within the VISUM mode choice step there was a column to recall each utility matrix 

created, as well as the choice of function type.  For this travel demand model, the logit 

model was chosen, with the formula displayed below in Equation 8.   

Equation 8: Logit Model  

ὪὟ Ὡ  

The three other function options available as well as the nested logit model, were all tested 

during the calibration process to see if these would produce better results closer to the 

volumes in Fredericton before any calibration.   

Once the utility matrices were created and calculated for all modes and trip types, then the 

probability could be calculated to determine the mode choice within each trip type.  The 

formula for calculating the probability of each mode for each trip type can be seen below 

in Equation 9.  

Equation 9: Probability of a Mode Choice 

ὖ ͺ

Ὡὼὴ ͺ

Ὡὼὴ ͺ Ὡὼὴ ͺ Ὡὼὴ ͺ
 

The probabilities for the trip types and modes were then multiplied by the appropriate trip 

type origin-destination matrix to create nine new matrices all split into the mode choices.  

The mode choice model split the trip tables developed in the trip distribution step into trips 

for each mode analyzed in the model, and these tables were segmented by trip purpose 

(TRB, 2012).  
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Finally, three new matrices were created, and these were the total trips for each mode 

choice.  The three trip types for each mode were added together to have a final value of 

trips in each DA for total walking, biking, and car trips.  These three matrices were also 

used and recalled in the assignment step below.   

4.4.4. Trip Assignment 

Trip assignment is the last step of the 4-step travel demand model and resulted in an 

estimated demand on each of the network links and assigned trips throughout the network 

to minimize the time or cost of travel (ITE, 2016).  Different approaches included all-or-

nothing (AON), incremental capacity-restrained, stochastic, and user equilibrium (ITE, 

2016). 

In NCHRP 716 (2012) the trip assignment step consisted of separate highway and transit 

assignment processes. The highway assignment process routes vehicle trips from the 

origin-destination trip tables onto paths along the highway network, resulting in traffic on 

network links by time of day (TRB, 2012).  Speed and travel time estimates, which reflect 

the levels of congestion indicated by link volumes, can also be output.  

All -or-nothing (AON) assignment assumed that there are no congestion effects, that all 

users consider the same attributes for route choice, and they all perceive and weigh them 

in the same way (Ortuzar & Willumsen, 2011). The absence of congestion effects means 

that link costs are fixed and can be a reasonable assumption in uncongested networks and 

where there are few alternative routes (Ortuzar & Willumsen, 2011). 
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TRB (2012) explained that ñwhen the probability matrix takes on discrete values associated 

with the percentages of the trip table which are assigned in successive AON assignments, 

where between iterations the congested time is updated based on a comparison of the 

assigned volume on a link to its capacity, new AON paths are then calculatedò.  Those 

percentages are applied to each of the successive AON probabilities (i.e., one or zero), and 

this method is called incremental capacity-restrained assignment. 

Stochastic methods of traffic assignment emphasize the variability in driversô perceptions 

of cost and wanting to minimize distance, travel time, and generalized costs (Ortuzar & 

Willumsen, 2011).  This type of assignment needs to consider second-best routes as these 

formulas calculate the percentage of trips to be assigned to a set of links contained in 

reasonable paths (TRB, 2012). 

ITE (2016) noted that ñIn current practice, almost all large MPOs use the user equilibrium 

method in highway network assignmentò. This method is based on the behavioral 

assumption that users will choose routes that minimize their own generalized travel cost, 

and therefore equilibrium occurs when no users can reduce their travel costs by switching 

routes (ITE, 2016). 

The methods for trip assignment are explained above and there is no best one, as it all 

depends on the model created and what the desired outputs are.  For the case of this AT 

demand model, excluding other approaches might miss traffic assignment on all links, but 

all-or-nothing allows for assignment to focus on the main corridors in the network, as these 

volumes may be lower to begin with than compared to traffic volumes. 
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In VISUM, this assignment step was created in the procedure sequence for all three modes 

used in the model.  Then the assignment variables were chosen, which included the 

convergence criteria and maximum number of iterations.  For the assignment of private 

transportation, which included both car and biking, equilibrium assignment was chosen.  

For equilibrium assignment VISUM stated that "Every road user selects his route in such 

a way, that the impedance on all alternative routes is the same, and that switching to a 

different route would increase personal travel time (user optimum)" (PTV Group, 2021).  

For the walking assignment, which was public transportation, T-sys based was used.  This 

assignment calculated one route for each origin-destination pair, which consisted of one 

origin connector and one destination connector for the PuT as well as links and turns, which 

are permitted for a public transport system (PTV Group, 2021).  On all links, connectors, 

and turns which allow for public transportation in the network, the transport system-based 

assignment determined the routes with the minimum impedance for each origin-destination 

pair. 

The outputs of this step can be seen on the study area network, which displayed the volumes 

of each mode in different colours on the links and connectors.  The final volumes can also 

be seen in the links and connectors lists with all three modes.  Within VISUM and its 

graphic parameters the assignment of each mode of transportation was a different colour 

on the network.  Cars were green, biking was red, and walking was blue.  Below in Figure 

14 displays a figure of the network after the assignment step was completed. 
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Figure 14: Uncalibrated Network 
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Chapter 5. Model Calibration and Validation  

The following section goes into detail about the calibration process for this demand 

model, as well as the sources used for calibration.  Then the model validation explanation 

was explained, with multiple model differentiators.   

5.1. Calibration  

Once the model was running through the entire procedure sequence (Figure 15) without 

any errors, then the calibration process began.  This step ensured the model reflected reality 

with a focus of volumes on both the Westmorland Street Bridge and Bill Thorpe Walking 

bridge for all three modes.   

 

Figure 15: VISUM Procedure Sequence 

5.1.1. Calibration Target Values 

Based on the data collected, pedestrian and cyclist volumes were finalized to be used during 

the calibration process in the travel demand model.  Table 10 below displays volumes for 

all modes on both bridges, that were targets for the demand model created.   
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Table 10: Calibration  Target Values 

Mode Westmorland Street 

Bridge 

Bill Thorpe Walking 

Bridge 

Walk 195 1397 

Bike 205 266 

Car 56320 - 

 

The car volumes for the Westmorland Street bridge came from the 2016 AADT map of 

51200 multiplied by a vehicle occupancy of 1.1.  A vehicle occupancy of 1.1 was chosen 

as most vehicles crossing the river were assumed to be due to home-based work trips.  The 

sum of the walking and biking volumes for the Westmorland Street Bridge came from the 

2017-2018 full year of data.  The percentage split for each mode came from the Miovision 

report where there were 49% pedestrians, and 51% cyclists.  For the Bill Thorpe Walking 

Bridge volumes, these also came from the 2017-2018 full year of data, while the percentage 

splits were from data at the north end of the walking bridge where the counts were separated 

by mode.  This resulted in a mode split of 84% pedestrians, and 16% cyclists.   

5.1.2. Calibration Process 

The calibration process involved adjusting various model inputs with the goal of obtaining 

link volumes comparable to those observed in reality.  Table 11 below outlines the areas 

where adjustments could be made through calibration.   
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Table 11: Calibration Adjustments  

Travel Demand Model Step Calibration Adjustment 

VISUM Network set up - Link speeds  

- Mode choice on links 

- Link direction for all modes 

- Productions and attractions at external stations 

Trip Distribution - Deterrence function and coefficients 

- Choice of matrix balancing 

Mode Choice - Utility function and coefficients 

Trip Assignment - Type of assignment procedure 

 

The calibration process included a systematic way of adjusting factors and functions to first 

figure out the main source of the problem and why the model was not working as expected. 

Secondly, to adjust factors to ensure that the volumes on both bridges were as close as 

possible to the values determined through the data collection process.   

During the calibration process the link volumes by the external station connectors were 

checked to ensure that the volumes were close to the ones referenced from the 2016 AADT 

map.  Checking these values ensured that traffic productions entering the model were 

accurate.  Table 12 below displays the link volumes near all six external stations in the 

model which were in the units of person trips, and the AADT from these volumes which 

were in the units of vehicle trips.  The percent differences between the 2016 AADT values 

and the AADT calculated from the model were all within 5%. 
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Table 12: Ensuring Model Calibration near External Stations 

External 

Station # 

2016 AADT 

values (veh. trips) 

Link volume 

(person trips) 

AADT calculated 

from model 

% 

Difference 

1 8560 13248 8372 2.2 

2 7200 11691 7389 2.6 

3 22500 34926 22073 1.9 

4 6400 10392 6568 2.6 

5 7190 11674 7378 2.6 

6 6250 10353 6543 4.7 

 

Equation 10: Checking 2016 AADT values to L ink Volumes at External Stations 
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As many of the steps in the travel demand model were sourced from standard practices and 

tables, it was determined that the mode choice step was where the problems were occurring.  

This was because there were no utility coefficients from standard practices for small cities 

that could be reliably sourced.  Once the logit function had been determined as the best fit 

for this model, then the utility functions and their respective coefficients had to be properly 

calibrated.  This first started as testing the coefficients, utilities, and probability formulas 

in Excel to see if the in-vehicle travel time, out-of-vehicle travel time, and costs were 

calculating the probabilities as expected for Fredericton.  By using Excel and trial-and-

error of different travel times and costs, this revealed that the original coefficients used 

from NCHRP 716 tables were not giving correct probabilities and modal splits.  Different 

models from NCHRP 716 were then tried to see if these gave better probability results.  

After many different trials, different combinations of coefficients were used: for example, 
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trying only in-vehicle travel time, only out-of-vehicle travel time, a combination of vehicle 

travel times, and excluding cost.  The model seemed to run a little better with probabilities 

getting closer to Fredericton values by excluding the cost coefficients, but the other travel 

time coefficients were still not giving close enough probabilities to the target values.   

More research began for different utility coefficients to reference and came across NCHRP 

365 (TRB, 1998).  This only had coefficients for HBW, but different models were tested 

in Excel.  The closest model in NCHRP 365 was for Los Angeles with no cost coefficient 

being used, in-vehicle travel time coefficient for car, and out-of-vehicle travel time 

coefficient for both walking and biking.  These coefficients are further discussed in sections 

below.  Both the walking and biking coefficients needed a few adjustments but calibrated 

the travel demand model the closest to Fredericton volumes.  

5.2. Validation 

Validation of the travel demand model came through deterrence functions in the trip 

distribution step.  Once the model was running and calibrated, graphs were made in Excel 

for each mode of travel for the person trips separated into bins of 0.5km bins.  These graphs 

were to check the shape of the deterrence function from the person trips and skim matrices 

calculated in VISUM against the deterrence functions used in the model.  The total trips 

separated by mode choice and the distance skim matrices created in VISUM were used to 

separate the trips into their 0.5km bins accordingly.  In the trip distribution step, a combined 

function was used for each trip type as they were sourced from NCHRP 716 based on a 

small MPO with a population of 50 000 to 200 000.  Figure 16 through 18 below displays 

the results from the person trips for each mode separated into bins.    
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Figure 16: Walking Trips by Bin  

 

Figure 17: Biking Trips by Bin  
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Figure 18: Car Trips by Bin  

These figures displayed that both the biking and car modes follow the shape of the 

combined function, while the walking trips was an exponential function.  Walking trips 

significantly dropped after 2km, while biking trips increased significantly after 0.5km and 

dropped again after 2km.  These graphs both match what happens in reality as most walking 

trips are completed for short distances and decrease as the distance increases.  While for 

biking, there were not many trips in the smallest bin as people would rather choose to walk 

a short distance, then the trips increased after that and began to decrease as the distance 

decreases.  For the car mode, the trips significantly increased after 0.5km which makes 

sense because if a trip is that short then people are more likely to walk or bike.   

While it was not possible to calibrate tri-proportionally, the graphs appear to be a 

reasonable representation of travel time bin frequency by mode.  The results from the 

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

P
e

rs
o

n
 t

ri
p

s

Distance (km)

Car Trips by Bin



 

85 

 

graphs above display that the deterrence functions used for this travel demand model 

represented Fredericton well.  Although, the combined function may not have been the 

most accurate to use when modelling walking trips. There is less research completed about 

incorporating and modelling AT in existing networks.  Therefore, the deterrence functions 

used were more accurate for private modes of transportation.  For walking, different 

deterrence functions needed to be tested in the model to get a trendline representing a 

similar shape of the function chosen. 

A second test to validate the model, and to ensure that the calibration was working, was to 

shut down the Westmorland Steet Bridge link for walking and biking.  This test was 

completed to check if the same number of trips would still be crossing the bridges.  The 

model was re-run along with calculating new skim matrices and resulted in the same 

number of trips crossing the river but with a change in mode choice.  Trips that were 

originally walking or biking across the Westmorland Street Bridge mostly changed to 

driving over the same bridge, and a few trips transferred to the Bill Thorpe Walking Bridge.  

This step was completed before calibration occurred to ensure that the model was error free 

and reflective of reality and traffic crossing both bridges.  Table 13 below displays the 

volumes on both bridges before and after the AT link for the Westmorland Street Bridge 

was shut down in units of person trips per day. 

Table 13: Validation Check on Bridges 

 

Westmorland Street Bridge 
Bill Thorpe Walking 

Bridge 
Total 

(person 

trips/day) Walk Bike Car Walk Bike 

Before 334.8 174.3 50297.3 451.6 259.3 51517.3 

After 0 0 50743.3 497.6 276.4 51517.3 
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The total volume of person trips crossing both bridges stayed the same, which was expected 

because work trips for example still need to get to their destinations.  The walking and 

biking trips that were crossing the Westmorland Street Bridge mostly transferred to car 

trips across the same bridge.  These persons changed their mode choice rather than 

increasing their trip distance to cross the Bill Thorpe Walking Bridge, which again was 

expected of the model.   

5.3. Source of Calibration Data and Other Differentiators 

The calibration target values came from different data sources previously discussed, all 

provided by the City of Fredericton (2021).  One dataset in particular was the 2017-2018 

full year of data for the Westmorland Street Bridge and Bill Thorpe Walking Bridge for 

AT users.  The data ran from July 1, 2017 to June 30, 2018 and included both daily counts 

and 15-minute intervals.  Having a complete year of data allowed for different analyses to 

be completed, and different trends were explored to help explain the observations and 

differences between the two bridges.  Within that dataset for the entire year, the total AT 

users for the Bill Thorpe Walking Bridge was 606947 and 145952 for the Westmorland 

Street Bridge 

The first differentiator explored were monthly differences and can be seen in Figure 19 and 

Table 14 below.  As expected, the summer months had larger volumes on both bridges.  

These volumes were over quadruple the volume on both bridges in the summer months of 

June, July, and August, compared to the winter months of December, January, and 

February.  There were larger differences in volumes on the Bill Thorpe Walking Bridge as 

this is believed to be used more often for recreation uses. 
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Figure 19: Comparison of Monthly AT Data on Bridges 

Table 14: Monthly AT Data on Bridges 

Month BTB WSB 

July 2017 92507 21562 

August 2017 82643 19374 

September 2017 72323 17337 

October 2017 52303 13201 

November 2017 24264 8133 

December 2017 12753 4849 

January 2018 13640 4183 

February 2018 16975 4356 

March 2018 22927 5362 

April  2018 52983 10348 

May 2018 85983 18293 

June 2018 77646 18954 

 

Next, differences were examined for all seven days of the week for a full year of data.  The 

Westmorland Street Bridge saw more traffic peaks on the weekday than the weekend, so 
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can be assumed to be used more for work-based trips.  While the Bill Thorpe Walking 

Bridge saw higher volumes on the weekend for all the recreation trips.  Both Figure 20 and 

Table 15 below display these differences. 

 

Figure 20: Comparison of Daily AT Data on Bridges (Cumulative) 

Table 15: Daily AT Data on Bridges (Cumulative) 

Days of Week BTB WSB 

Sunday 101045 18812 

Monday 86365 21359 

Tuesday 90659 22962 

Wednesday 87045 23045 

Thursday 74171 20388 

Friday 76531 20505 

Saturday 91131 18881 

 

Using the dataset with the 15-minute intervals, allowed for hourly differences to be 

observed.  Both the Figure 21 and Table 16 below show these differences in volumes.  A 
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trend seen in all differentiators are that the volumes on the Bill Thorpe Walking Bridge are 

significantly higher than the Westmorland Street Bridge.  Peak hours on the Westmorland 

Street Bridge include morning rush hour for work around 9am, lunch time around 1pm, 

and even rush hour at 5pm.  The Bill Thorpe Walking Bridge had similar peaks at both 

rush hours and lunch time but just with much higher volumes, and it also had a peak at 

8pm.  This 8pm peak on the Bill Thorpe Walking Bridge may represent AT users walking 

along the trail system in the evening after dinner as a recreational trip for example. 

 

Figure 21: Comparison of Hourly AT Data on Bridges 
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Table 16: Hourly AT Data on Bridges 

Hour 

Beginning BTB WSB 

Midnight 3810 2045 

1 2246 1599 

2 1585 1114 

3 1244 933 

4 612 462 

5 791 395 

6 3561 910 

7 10246 2688 

8 18384 6482 

9 27466 8154 

10 28915 6414 

11 35943 7487 

12 40630 9264 

13 52637 11005 

14 46046 10028 

15 45739 10062 

16 45143 11001 

17 47951 14316 

18 43339 11723 

19 45073 8843 

20 46805 7746 

21 34080 6585 

22 17436 4139 

23 7265 2557 

 

Diving even further into the hourly differentiators included comparing trends for the 

weekdays against the weekend.  Table 17, Figure 22, and Figure 23 below display the 

weekday and weekend volume differences.  For the weekend, which included both 

Saturday and Sunday, the Westmorland Street Bridge had higher volumes in the afternoon 

hours while the Bill Thorpe Walking Bridge had its highest peak at 3pm.  Other peaks on 

the Bill Thorpe Walking Bridge included noon and 7pm. 
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Table 17: Weekend and Weekday Hourly AT Data on Bridges 

Hour 
Weekend Weekday 

BTB WSB BTB WSB 

0 1538 869 2272 1176 

1 1058 757 1188 842 

2 758 565 827 549 

3 622 564 622 369 

4 256 232 356 230 

5 201 110 590 285 

6 505 136 3056 774 

7 1244 327 9002 2361 

8 2805 692 15579 5790 

9 7532 1483 19934 6671 

10 10952 1903 17963 4511 

11 14069 2322 21874 5165 

12 14634 2702 25996 6562 

13 14369 2847 38268 8158 

14 17102 2835 28944 7193 

15 19158 3083 26581 6979 

16 18012 3147 27131 7854 

17 15053 3018 32898 11298 

18 11908 2626 31431 9097 

19 11547 2097 33526 6746 

20 12437 1917 34368 5829 

21 9140 1570 24940 5015 

22 4970 1116 12466 3023 

23 2306 775 4959 1782 

 

Comparing peaks for the Bill Thorpe Walking Bridge in Figure 22, the weekend peaks 

were later in the day than compared to the weekday peaks, as people are not waking up 

earlier to travel to work for example.  There was also an extra peak during the weekdays 

around 7pm, which matches up with the evening peak for the Westmorland Street Bridge.   

For the weekday, both the Bill Thorpe Walking Bridge and Westmorland Street Bridge had 

peaks at 9am, 1pm, and 5pm which can be seen in Figure 23.  These peaks correlate to 
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morning and evening rush hours for people commuting too and from work.  The 1pm peak 

for the Bill Thorpe Walking Bridge was the highest peak, and this could be because people 

are taking their lunch break to walk the Fredericton trail system and get some fresh air at 

lunch time.   

 

Figure 22: Comparison of Weekend Hourly AT Data on Bridges 
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Figure 23: Comparison of Weekday Hourly AT Data on Bridges 

Finally, seasonal differences were compared by looking at both a summer and winter 

month.  January was chosen for the winter month, while July was chosen for the summer 

month, and both can be seen in Table 18, Figure 24 and Figure 25 below.  In the summer 

months, volumes on both bridges were higher than the winter months by approximately 

four times.  In January, the peaks for the Westmorland Street Bridge were in the morning 

and evening rush hours and lunch time.  For the Bill Thorpe Walking Bridge, the peaks 

were at 8am, noon, and 3pm.  The Bill Thorpe Walking Bridge had its largest volumes 

from noon until approximately 5pm, and this means that AT users were still using this 

bridge for recreation trips.  Even in the cold and snow weather there was still a large 

demand for AT users crossing the Bill Thorpe Walking Bridge. 
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In July, there were only two main peaks for the Bill Thorpe Walking Bridge; noon and 

7pm, which were later in the day than commuters rush hours.  These two peaks could show 

the increase in volume of AT users in the summer as school is out and there were more 

people outside enjoying the sunshine.  For the Westmorland Street Bridge, the peaks were 

again in the morning and evening rush hours and lunch time.  This shows that the Bill 

Thorpe Walking Bridge is used more recreationally while the Westmorland Street Bridge 

is used for mainly work trips when people choose to cross using a form of AT.   

Table 18: Winter and Summer Hourly AT Data on Bridges 

Hour 
January July 

BTB WSB BTB WSB 

0 81 42 773 348 

1 48 46 431 309 

2 31 61 275 202 

3 24 36 220 163 

4 12 13 96 96 

5 52 37 236 43 

6 144 48 776 126 

7 293 175 1859 372 

8 546 254 2835 826 

9 563 219 3995 1163 

10 596 240 4828 951 

11 712 251 5716 1044 

12 1327 307 6221 1364 

13 1314 283 6296 1553 

14 1284 298 5982 1310 

15 1485 336 5748 1376 

16 1440 395 5446 1428 

17 1203 364 5680 1922 

18 874 267 5673 1632 

19 739 135 6550 1284 

20 370 125 8584 1366 

21 287 110 7768 1354 

22 133 78 4748 925 

23 82 63 1771 405 
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Figure 24: Comparison of January Hourly AT Data on Bridges 

 

 

Figure 25: Comparison of July Hourly AT Data on Bridges 
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Chapter 6. Scenario Evaluation 

This step began after the travel demand model was running and calibrated in VISUM.  This 

included determining different factors that changed the travel behaviour and modal split, 

as well as the factors that contributed to AT use on the two bridges.  These factors 

contributed to users assigning a penalty to the Westmorland Street Bridge. 

This scenario testing helped to test the assumption that the difference of AT users on the 

two bridges crossing the river was a function of a penalty that the user assigns to the route.  

Quantifying this penalty or utility can help the city in decision-making for changes to be 

made to the network in order for the AT volumes to change and increase on the 

Westmorland Street Bridge as it is a more direct path. 

Different scenarios tested included first calibrating the model to the target volumes on the 

bridges that were gathered during data collection, then calibrating the model to get the 

correct AT volumes on the Westmorland Street Bridge by assigning that bridge a penalty.  

Finally, new AT infrastructure was introduced along the river to see the mode shift and 

travel behaviour of AT users. 

6.1. Scenario 1: Original Calibration 

This first scenario included balancing the travel demand model to calibration target values 

of the Bill Thorpe Walking Bridge.  During the calibration process, it was discovered that 

all five calibration target values was not possible to achieve as the model could not be 

calibrated to the Bill Thorpe Bridge volumes without overpredicting walking trips on the 

Westmorland Street Bridge.  Calibration during this scenario included testing different 
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utility coefficients in the mode choice step of the demand model.  As previously discussed, 

the Los Angeles model from NCHRP 365 provided the best modal split probabilities for 

the City of Fredericton (TRB, 1998).  These coefficients were only for HBW, and 

were -0.02 for in-vehicle travel time, -0.112 for out-of-vehicle travel time, and -0.0144 for 

cost.  These coefficients were also used for the two remaining trip types with a few 

adjustments.  During the calibration process it was discovered that excluding cost, using 

in-vehicle travel time for only cars, and out-of-vehicle travel time for both biking and 

walking provided the best results that reflected the calibration target values.   

The final coefficients that were used to best meet the calibration target values can be seen 

in Table 19 below.  These coefficients were multiplied by the travel time skim matrix for 

the appropriate mode, to get the utility matrix for the mode choice step.   

Table 19: Scenario 1 Utility Coefficients 

Trip 

Type 

Utility Coefficient 

OVT B IVT C OVT W 

HBO -0.5 -0.02 -0.056 

HBW -0.5 -0.02 -0.112 

NHB -0.5 -0.02 -0.112 

 

 For HBO and the walking mode, this coefficient was changed to -0.056 which is half of 

the original value from NCHRP 365 of -0.112 for out-of-vehicle travel time.  This was 

because HBO had the largest effect on the AT trips and dividing the original coefficient in 

half increased the amount of walking trips.  For the bike mode, this coefficient was changed 

from -0.112 to -0.5 and this decreased the volume of bikes. 



 

98 

 

These coefficients allowed for the following link volumes (in units of person trips per day) 

on Table 20 below, on both the Bill Thorpe Walking Bridge and Westmorland Street 

Bridge which were closest to the calibration target values.  The percent differences from 

the target values were also calculated and can be seen below.   

Table 20: Scenario 1 Bridge Volumes 

 
WSB BTB 

W B C W B 

Link Volumes 1311 161 56204 1333 238 

% Diff. from Target Values 572.3 21.4 0.2 4.6 10.6 

 

The link volumes above displayed that only the walking mode on the Westmorland Street 

Bridge could not be calibrated to the target values and can be seen in Figure 26 below with 

the large blue line representing the walking mode.  The large number of pedestrians that 

are modelled walking across this bridge (displayed in blue) compared to actual counts 

suggests that there may be a latent demand for a pedestrian crossing of approximately 1100.  

The most likely explanation is that the users do not perceive the bridges as equally desirable 

and assign some kind of "cost penalty" to the Westmorland Street Bridge. 
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Figure 26: Scenario 1 VISUM Model 

6.2. Scenario 2: Calibration to Westmorland Street Bridge 

The next scenario included calibrating the model to try to reach the calibration target values 

of the Westmorland Street Bridge.  For this, many different utility coefficients were again, 

researched and tried in the model, but none worked better than the coefficients from 

Scenario 1.  Therefore, the only thing left to change was the AT link of the Westmorland 

Street Bridge to introduce a cost (i.e. distance) penalty so the link volume would be closer 

to the calibration target values.  For this, utility coefficients stayed the same as the first 

scenario, and only the AT link length was changed.  This involved manually changing the 

link length in both directions, recalculating the travel times due to the longer length, then 

re-running the skim matrices to calculate new travel times and distances.  Then the entire 

model was re-run in VISUM, and using the process of trial-and-error to slowly increase 
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the length of the AT link on the Westmorland Street Bridge, until the walking volumes 

reached the calibration target values.  

The length of the AT link on the Westmorland Street Bridge was increased by 1.515km.  

The lengths of the link before and after the changes can be seen in Table 21 below. 

Table 21: Scenario 2 WSB AT Link Lengths 

Scenario 

Number 

WSB AT Link 

Length (km) 

Scenario 1 0.485 

Scenario 2 2 

 

The new link volumes for all modes on both bridges can be seen in Table 22 below, along 

with the percent differences from the calibration target values. 

Table 22: Scenario 2 Bridge Volumes 

 
WSB BTB 

W B C W B 

Link Volumes 212 4 57160 1620 252 

% Diff. from Target Values 8.6 97.8 1.5 15.9 5.3 

 

Increasing the length of the AT link on the Westmorland Street Bridge to 2km also 

increased the AT users on the Bill Thorpe Walking Bridge.  Increasing the length by over 

1.5km decreased the biking volumes on the Westmorland Street Bridge and increased the 

volume of people using a car.  As the length increased, the mode choice changed to more 

motorized modes of transportation.  This can all be seen in Figure 27 below, as the walking 

demand was larger on the Bill Thorpe Walking Bridge, represented by a thicker blue line.  

On the Westmorland Street Bridge, the walking demand had decreased, and the green line 

displayed represented the cars. 
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Figure 27: Scenario 2 VISUM Model 

Although the demand for pedestrians walking across the Westmorland Street Bridge was 

present as seen in Scenario 1, people were assigning a penalty to this AT link in reality as 

the calibration target value was much lower.  In this scenario, that penalty was a perceived 

length increase of over 1.5km or four times its original link length.  This suggests a latent 

demand for approximately 1100 person trips who want to walk the Westmorland Street 

Bridge but were choosing not to. 

6.3. Scenario 3: Location Changes to AT Infrastructure 

This final scenario included introducing a new AT link crossing the Saint John River in the 

demand model to observe if there were any changes in mode choice or the travel behaviour 

and the volumes on each of the river crossings.  In the past there have been discussions 
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about another river crossing, but with a focus on vehicles rather than an AT crossing.  The 

new link added into the model was between the Bill Thorpe Walking Bridge and 

Westmorland Street Bridge, where the current Carleton Street piers are still existing.  This 

can be seen in Figure 28 below. 

 

Figure 28: New AT Link  
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In VISUM the new AT link was added into the network, as seen in Figure 29 below, with 

biking and walking modes being the only transport systems allowed to access it.  Then new 

skim matrices for time and distance were re-run and new skim diagonals calculated for the 

entire model.   

 

Figure 29: New AT Link in VISUM  

This new AT link was first added into the model from Scenario 2 above, where a penalty 

was applied to the Westmorland Street Bridge to get the walking volumes to the calibration 
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target values by increasing the length of the AT link.  This represented the current situation 

in reality, where the walking volumes on the Westmorland Street Bridge are lower.  Once 

the link was added, the entire procedure sequence for the 4-step demand model in VISUM 

was run.  Both Table 23 and Figure 30 below display the results. 

Table 23: Scenario 3 Bridge Volumes ï Added into Scenario 2 Model 

 
WSB BTB New Link 

W B C W B W B 

Link Volumes 0 0 55990 979 212 1798 267 

% Diff. from Target Values 100 100 0.6 29.9 20.1 - - 

% Diff from Scenario 2 100 100 2.1 39.5 15.7 - - 

 

 

Figure 30: Scenario 3 VISUM Model ï Added into Scenario 2 Model 

These results above showed that if a new AT were to be added, there would be no users 

walking or biking across the Westmorland Street Bridge.  Both the walking and biking 
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volumes on the Bill Thorpe Walking Bridge decreased slightly, as some users found the 

new path shorter to get to their destinations.  On the new AT link, the biking volumes were 

close to the target calibration values for Westmorland Street Bridge, while the walking 

volumes are even higher than the Bill Thorpe Walking Bridge target values and the value 

that was calculated in the model.  The car volumes on the Westmorland Street Bridge 

decreased slightly from Scenario 2 car volumes, as there was a small shift in mode choice 

with more people choosing to walk across the river with the introduction of the new link 

into the study area.   

Next, the new AT link was added into the model from Scenario 1 above.  This represented 

a situation where the penalty AT users were paying for the Westmorland Street Bridge was 

fixed and the demand would be much higher than the target calibration values.  The results 

can be seen in Table 24 and Figure 31 below. 

Table 24: Scenario 3 Bridge Volumes ï Added into Scenario 1 Model 

 
WSB BTB New Link 

W B C W B W B 

Link Volumes 737 81 55756 979 212 1256 226 

% Diff. from Target Values 277.8 60.3 1.0 29.9 20.1 - - 

% Diff from Scenario 1 43.8 49.6 0.8 26.6 10.7 - - 
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Figure 31: Scenario 3 VISUM Model ï Added into Scenario 1 Model 

The results from this model displayed that AT users would cross the river using all three 

available AT links.  Trips across the Bill Thorpe Walking Bridge again decreased for both 

modes.  There were also less users walking across the Westmorland Street Bridge than in 

Scenario 1, but more than the target calibration values.  The volumes for both users walking 

and biking across the new AT link were lower than the model above, which makes sense 

as there were zero AT users crossing the Westmorland Street Bridge and, in this model, 

there were more trips.  The car volumes for the Westmorland Stret Bridge decreased by 

less than one percent, which means there was no change in mode choice from Scenario 1.  

The AT users crossing the Westmorland Street Bridge in Scenario 1 split between the new 

AT link as well. 
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It was interesting to note that in both models where the new AT link was added into the 

model resulted in the same volumes for people walking and biking across the Bill Thorpe 

Walking Bridge.  These volumes were 30% and 20% lower respectively than the target 

calibration values.  This value was lower than the target volumes for the Bill Thorpe 

Walking Bridge, which was expected as there were new shorter paths for some origin-

destination pairs.    

Another thing to account for was that the total trips crossing the river for all three scenarios 

stayed the same.  This means that the travel demand model was working well, as it was 

expected the total trips crossing the river would stay the same with just the mode choice 

and choice of infrastructure would change.   
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Chapter 7. Limitations  

Within the study there were some limitations with the modelling process and calibration of 

the 4-step model for AT demand.  Firstly, the 4-step model used only aggregated data with 

the DA when there may be some variability house to house.  This looked at zonal data as 

opposed to individuals.  Activity-based models may be able to better capture the individual 

trips and the interconnection between trips but requires data that may not be available at a 

small city level.   

Second, there was no recreational trip category in this model.  Typically demand modelling 

has been focused more on home-based work, so there were limited data and coefficients 

for a recreational category.  Recreational trips were captured in this model most likely in 

terms of Home-Based Other and Non Home-Based, but it would be difficult to determine 

what types of trips are crossing the bridges. 

Next, using the 2016 Census Journey to Work data for Fredericton, provided some 

calibration for the models used in NCHRP 716, but was only limited to HBW work trips. 

Due to the limited data, the Journey to Work data was also used to aid the calibration of 

the remining two trip types. 

Finally, limited data for AT modes and utility coefficients in standard modelling practices 

led to the use of NCHRP 365 HBW mode choice utility coefficients being used for all three 

trip types.  It was interesting that the Los Angeles model used from NCHRP 365 gave the 

best probabilities as starting coefficients to reach the calibration target values.  This city 

has one of the largest populations in the United States, with a very high demand for cars 
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for its mode choice.  Los Angeles model worked well for Fredericton despite it being a 

small and more rural city than compared to Los Angeles.  Fredericton also has a very high 

mode choice percentage of people choosing to use their car, which is why this Los Angeles 

model may have worked so well.
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Chapter 8. Conclusions and Recommendations 

This research aimed to create an AT demand model in Fredericton and to document the 

calibration process.  Detailed documentation of the calibration process included a 

systematic way of adjusting factors in the procedure sequence that helped in quantifying 

the difference in volumes and travel behaviour on the two bridges.  Below outlines the 

major conclusions drawn from the study and recommendations for future work. 

8.1. Conclusions 

This model suggested that there is value for small cities using this approach for AT 

modelling, by using publicly available data and volume counts collected by the city.  This 

study created a calibrated demand model for estimating AT values.   

Using the software VISUM for the 4-step demand model proved to work well for AT 

modelling in Fredericton.  It provided the necessary outputs for the thesis such as link 

volumes for all modes of transportation.  Each step of the demand model was completed 

in VISUM, then the calibration process began.  Adjusting the utility coefficients in the 

mode choice step proved to be the solution towards obtaining the calibration target values 

on both the Westmorland Street Bridge and Bill Thorpe Walking Bridge that were gathered 

during data collection. 

The calibration process showed that not all five calibration target values could be achieved, 

with the model overpredicting pedestrian volumes on the Westmorland Street Bridge.  The 

utility coefficient that best worked for this model was from NCHRP 365 for the Los 

Angeles location.  Although, the model displayed approximately 1300 daily person trips 



 

111 

 

would walk across the Westmorland Street Bridge where in reality, the volume of people 

walking across is much lower therefore people are assigning a penalty to walk across.  This 

created a latent demand and showed that 1100 people want to walk across the Westmorland 

Street Bridge but were choosing not to. 

To try to calibrate the users walking across the Westmorland Street Bridge to its target 

values, different utility coefficients were entered into the model, but none worked better 

than the ones used previously from NCHRP 365.  The last thing to change in the model 

was only changing the AT link length on the Westmorland Street Bridge to reflect a user 

cost penalty so the volumes were closer to the target.  In order to make the model work for 

the users walking across the Westmorland Street Bridge, a length increase by 1.5km or four 

times its original length produced model volumes comparable to the calibration target 

values.  This AT link length increase also resulted in higher volumes on the Bill Thorpe 

Walking Bridge.  On the Westmorland Street Bridge, the car volumes slightly increased as 

more people were choosing to drive rather than walk as it was now perceivably longer. 

Finally, a new AT link was introduced into the model where the existing Carleton Street 

piers exist to observe any changes in mode choice and travel behaviours.  The new AT link 

was first added into the model where the penalty was applied to the Westmorland Street 

Bridge AT link by increasing the length, which represented reality with low walking 

volumes.  The model was re-run in VISUM and resulted in zero AT users on the 

Westmorland Street Bridge and a decrease on the Bill Thorpe Walking Bridge as there 

were shorter origin-destination paths with the new AT link.  Then the new AT link was 

added into the original model where the walking volumes were high on the Westmorland 
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Street Bridge, which represented a situation where the penalty was fixed.  Then the model 

was re-run and displayed that AT users would use all three AT river crossings.  Again, the 

AT users on the Bill Thorpe Walking Bridge were lower than the targets, which was 

expected.  The volumes on the new AT link were lower than the previous model as now 

AT users were on all three links.  AT users walking across the Westmorland Street Bridge 

were higher than the target values, but not as high as the original scenario which was 

approximately 1300.  Both models where the new AT was added, resulted in slightly fewer 

cars driving across the Westmorland Street Bridge, which means people were choosing to 

make their trips across the river on AT modes. 

8.2. Recommendations 

Since there is a limited area of focus within active transportation demand modelling, 

several recommendations for future research and model development are presented below.   

First the inclusion of seasonal adjustment factors would help to better understand volumes 

crossing the bridges and different trends in different months.  As seen section 5.3, the peak 

volumes in the summer are five times larger than the winter peak. 

Next, the inclusion of differentiators gathered during data collection should be added into 

the demand model.  This would be sidewalk widths and sounds on both bridges.  Both the 

sound and widths were very different on both bridges, so including these as a factor in the 

model could be another way to explain the differences of users on the two bridges.   

Another recommendation would be including different trip type categories in the model.  

An example would be including a recreational trip type category to be able to see what 
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types of trips are crossing each bridge.  In the model created for the thesis, recreational 

trips were included, but it was difficult to separate them out from other trips in the model.   

Next, introducing the element of congested assignment may be interesting to see how this 

affects mode choice and travel behaviour.  This would likely not have any impact on AT 

modes as these volumes were much lower than vehicles but could have an impact on the 

volumes for vehicles. 

Finally, small cities may be able to benefit from more research into applications of activity-

based models for a better understanding of the connection between AT infrastructure and 

mode choice at the individual level. 
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Appendix A ï Study Area 

 

Figure A-1: Model Study Area 
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Appendix B ï Data Collection 

Table B-1: Westmorland Street Bridge Sound Data 

7:30:00 AM 73.9 4:30:00 PM 71.2 

7:31:00 AM 74.7 4:31:00 PM 74.2 

7:32:00 AM 75.5 4:32:00 PM 71.8 

7:33:00 AM 74.5 4:33:00 PM 75.5 

7:34:00 AM 73.2 4:34:00 PM 77.1 

7:35:00 AM 76.0 4:35:00 PM 71.7 

7:36:00 AM 78.7 4:36:00 PM 75.8 

7:37:00 AM 76.2 4:37:00 PM 72.2 

7:38:00 AM 72.1 4:38:00 PM 73.7 

7:39:00 AM 75.8 4:39:00 PM 72.5 

7:40:00 AM 73.4 4:40:00 PM 75.9 

7:41:00 AM 74.7 4:41:00 PM 74.8 

7:42:00 AM 73.7 4:42:00 PM 72.9 

7:43:00 AM 75.5 4:43:00 PM 73.7 

7:44:00 AM 72.5 4:44:00 PM 73.5 

7:45:00 AM 72.3 4:45:00 PM 74.7 

7:46:00 AM 73.1 4:46:00 PM 72.9 

7:47:00 AM 74.7 4:47:00 PM 79.9 

7:48:00 AM 71.9 4:48:00 PM 76.6 

7:49:00 AM 77.1 4:49:00 PM 73.6 

7:50:00 AM 74.1 4:50:00 PM 73.9 

7:51:00 AM 74.1 4:51:00 PM 71.5 

7:52:00 AM 73.5 4:52:00 PM 74.6 

7:53:00 AM 71.4 4:53:00 PM 74.2 

7:54:00 AM 73.8 4:54:00 PM 73.3 

7:55:00 AM 72.6 4:55:00 PM 75.9 

7:56:00 AM 73.1 4:56:00 PM 71.8 

7:57:00 AM 73.8 4:57:00 PM 76.8 

7:58:00 AM 74.2 4:58:00 PM 71.3 

7:59:00 AM 73.6 4:59:00 PM 72.5 

AM Average 74.1 PM Average 74 
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Table B-2: Bill Thorpe Walking Bridge Sound Data 

7:30:00 AM 48.5 4:30:00 PM 54.4 

7:31:00 AM 49.0 4:31:00 PM 52.3 

7:32:00 AM 48.6 4:32:00 PM 49.6 

7:33:00 AM 48.3 4:33:00 PM 50.2 

7:34:00 AM 47.7 4:34:00 PM 59.8 

7:35:00 AM 48.1 4:35:00 PM 51.8 

7:36:00 AM 48.7 4:36:00 PM 49.8 

7:37:00 AM 49.5 4:37:00 PM 50.3 

7:38:00 AM 48.3 4:38:00 PM 50.5 

7:39:00 AM 48.2 4:39:00 PM 52.8 

7:40:00 AM 48.4 4:40:00 PM 51.8 

7:41:00 AM 48.8 4:41:00 PM 52.5 

7:42:00 AM 50.3 4:42:00 PM 51.2 

7:43:00 AM 49.3 4:43:00 PM 54.5 

7:44:00 AM 49.3 4:44:00 PM 52.3 

7:45:00 AM 48.9 4:45:00 PM 50.2 

7:46:00 AM 49.2 4:46:00 PM 51.2 

7:47:00 AM 50.2 4:47:00 PM 52.9 

7:48:00 AM 49.5 4:48:00 PM 48.6 

7:49:00 AM 48.7 4:49:00 PM 51.4 

7:50:00 AM 48.8 4:50:00 PM 51.4 

7:51:00 AM 54.0 4:51:00 PM 50.8 

7:52:00 AM 49.6 4:52:00 PM 49.9 

7:53:00 AM 49.1 4:53:00 PM 51.4 

7:54:00 AM 49.9 4:54:00 PM 51.5 

7:55:00 AM 49.7 4:55:00 PM 49.8 

7:56:00 AM 49.8 4:56:00 PM 49.9 

7:57:00 AM 49.2 4:57:00 PM 52.2 

7:58:00 AM 50.6 4:58:00 PM 49.3 

7:59:00 AM 49.1 4:59:00 PM 49.2 

AM Average 49.2 PM Average 51.5 
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Appendix C ï Model Development 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure C-1: VISUM Study Area with Centroids and Centroid Connectors 
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Appendix D ï 4-Step Demand Model 

Table D-1: NCHRP Table C.5 for HBW 

 

 

Table D-2: NCHRP Table C.6 for HBO 

 

 

Table D-3: NCHRP Table C.7 for NHB 
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Table D-4: NCHRP Table 4.4 Trip attraction rates from selected MPOs 

 

 

 

 

 

 

 

 


