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Abstract

As of 2021, phishing emails continue to be the primary means by which network

breaches are facilitated. Notwithstanding the development of many tools to detect

and block incoming phishing emails, many users continue to be plagued by them

on a daily basis. In addition, the nature of phishing emails is changing as the inci-

dence of more personalized forms, such as spear phishing and whaling, prove their

effectiveness. These newer forms of phishing are harder to detect using traditional

methods and emphasize the need for approaches which seek to enable detection based

on persuasion based language features unique to phishing emails. To that end, this

thesis draws insights from the phishing process, the applicable behavioural psychol-

ogy research on persuasion, as well as linguistics, to inform an understanding of how

phishing emails persuade. It then proposes a methodology for feature engineering of

persuasion language related features for the phishing email domain, based on these

insights. A proof of concept model is developed using persuasion based language fea-

tures, and then implemented and tested using several machine learning algorithms.

The performance of this model is as good, if not slightly better, than other more

complex and labour intensive efforts which sought to capture semantic meaning using

fewer detection features. The thesis concludes with a discussion of potential future

work.
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Chapter 1

Introduction

”You shall know a word by the

company it keeps.”

J.R. Firth, 1957

1.1 A Persistent Problem

Phishing is the deceptive practice of sending electronic communications, such as

email, purportedly from a reputable person or organization, in an effort to induce

the reader to click a link, open an attachment or perform some other action. The

goal of phishing is usually to obtain account credentials or facilitate the installation

of malware on the target’s computer.

Phishing has been a nagging and persistent problem for decades to the point that

today, the majority of cybersecurity breaches arise as a direct result of the successful

phishing of a computer user [Blo19] [Ver19]. In both 2019 and 2020, the Federal Bu-

reau of Investigation (FBI) also identified phishing as the number one cyber crime

by victim count [FBoIF19] [FBoIF20]. This trend does not appear likely to abate,

particularly with the COVID-19 pandemic and its compounding effects of increased

1



use and reliance on digital communications and remote work. The Fourth Quarter

Report from the Anti-Phishing Working Group (APWG) noted a marked increase in

phishing in 2020, particularly in the areas of Business Email Compromise (BEC) and

spear phishing (discussed further below) [Gro20]. Phishing emails are also a critical

component of ransomware attacks, which continue to plague many organizations, in

particular small and medium businesses (SME’s) in recent years.1

Phishing attacks are prevalent because they work, are cheap to execute, are repeat-

able, and can be targeted at many users at once.

Phishing is effective because it exploits the human condition. Absent any obvious

signs of deception, humans are generally inclined to trust written communications

such as email and thus predisposed to performing requested actions contained within

them [SK19]. As noted in a recent paper[SARG20]:

Phishing is one of the most successful forms of deception and persuasion
in the cyber world, because it takes advantage of social engineering and
psychological techniques that exploit human weaknesses. These human
weaknesses include our almost inevitable tendency to rely on our own
memory and experience to make decisions, our limited and often biased
attention towards items that are “attention catching”, and our tendency
to believe that things that look similar have similar effects. These cogni-
tive human factors result in human cognitive biases, which unfortunately,
attackers seem to master quite well.

Phishing is now also increasingly present on social media networks [FF20], messaging

apps used on mobile phones (sometimes referred to as ”smishing”) [CJ17], and even

in QR codes (an attack referred to as ”QRishing”) [VOW+13].

The sophistication of phishing attacks is evolving in two primary ways: the use of

1For more insight into these developments, consult the author’s cybersecurity resource page at
https://sites.google.com/view/cyber-resources/home which contains a list of recent reports
on cybersecurity trends.

2
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behavioural science informed social engineering strategies, and more personalized

versions of phishing.

1.1.1 Social Engineering

Much has been learned in the last decade about how humans make decisions and

how those decisions can be influenced with a variety of social engineering strategies

[KHHW15]. Phishing campaign perpetrators (referred to as ”PCP’s” in this the-

sis) are learning from this science and applying the lessons learned to improve the

effectiveness of their phishing campaigns.

1.1.2 Personalized Phishing

PCP’s have also observed there is great value in more tailored and targeted phishing

attacks. Personalizing the attack leads to higher rates of success and the potential for

a greater financial bounty. The approach is generally to conduct online background

research on the target and then closely tailor the messaging to the victim’s pro-

file. This targeted strategy is generally known as spear phishing and is increasingly

prevalent today[ACPZ19]. One particularly use of spear phishing is in the pursuit of

Business Email Compromise (BEC) schemes, a growing area of online mediated fraud

involving the manipulation of corporate employees to approve, process or generate

fake invoices. BEC can produce significant financial losses to businesses [Aga20].

These newer strategies are increasingly employed where the target is of high value,

such as accounting and financial employees in an organization, given that these types

of individuals have access to more valuable information, or in the case of BEC, direct

spending authority. When a spear phishing attack involves a CEO or other high level

executive this type of phishing is often referred to as ”whaling”. An example spear
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phishing email used to seek to execute an invoice based scam is set out in Figure 1.12

These more personalized versions of phishing make automated detection much more

difficult and as a result they usually do end up in the inbox of the targeted user

[Wor08].

Figure 1.1: An Example Spear Phishing Email

1.1.3 Motivation

Even with various anti-phishing systems in place at many organizations and email

service providers, the average email user must still deal with approximately sixteen

phishing emails a month [C+18]. Personalized phishing strategies such as spear

phishing and whaling make it even harder for humans to detect these attacks.

2Retrieved from https://fraudwatchinternational.com/phishing/spear-phishing-
targeting-organisations/. Also see the Berkeley University Information Security Office website
for a very good list of phishing email examples: https://security.berkeley.edu/education-
awareness/phishing/phishing-examples-archive.
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Exploring new strategies, particularly those which can help identify these increasingly

sophisticated phishing attacks is important to try and whittle down this number.

1.2 Exploring Phishing Email Semantics

This thesis explores an aspect of phishing which plays an important role in the

increasing sophistication of email based phishing attacks: the language of the mes-

saging used, and more specifically, the persuasive aspects reflected in that language.

To that end this thesis examines the phishing email problem from several different

perspectives, all of which provide meaningful insights into how to build a detailed

- domain specific - persuasion language based phishing detection approach. These

perspectives are:

1. The operational aspects of the phishing event, and its constituent entities,

relationships, and steps.

2. The human behavioural psychology dimensions of the persuasive purpose of

phishing emails.

3. The linguistic make up of the phishing message itself and how persuasion is

reflected in written language.

4. The prior research done with respect to using the text of an email to identify

phishing, as well as the work pursued to extract forms of meaning from phishing

emails.

5. The approaches to incorporating domain specific knowledge into the feature

engineering process.

With the insights gained, an examination of various phishing email corpora is un-

dertaken and a methodology derived for formulating persuasion specific language
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features. This is followed by a review of the implementation of a 13 feature based

proof of concept model and the results from testing the model using various machine

learning algorithms. The thesis concludes with a discussion of potential future work.

The primary focus of this work is to build on the research efforts in [Fal16] and

[Par18], two PhD dissertations which sought to investigate the effectiveness of con-

ceptualizing lexical features, that is, the meaning of the language in a phishing email,

with a view to designing targeted solutions.

1.3 Contributions

The contributions of this thesis are as follows:

1. A detailed summary of insights gained into the operational, behavioural, and

linguistic structures underlying the persuasive purpose of phishing emails.

2. A comprehensive literature review of the research to date on modeling phishing

emails by way of language based features and the applicable feature engineering

principles.

3. A domain knowledge driven approach to deriving language based features which

seek to capture the purpose of phishing emails, i.e. to persuade the reader to

act in some manner.

4. A machine learning based proof of concept implementation of the model, show-

ing classification results as good, if not better than, prior efforts relying only

on more limited language features in phishing emails.
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1.4 Summary

This chapter introduced email phishing as an evolving and pressing problem requiring

ongoing study and the exploration of additional means of detection. The persuasion

related semantics of the phishing email were identified as an important aspect of this

domain which to date has not been deeply explored. A thorough understanding of

the phishing ”event”, behavioural psychology and linguistics provides insights and

understanding of how persuasion in email phishing works, and offers a pathway for

better solutions to their detection.
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Chapter 2

Perspectives on Phishing

2.1 The ”Phishing Event”

At its operational level, email phishing is probably best understood as the interplay

between several entities in the course of a ”phishing event”:

1. The sender of the email - who seeks to persuade the reader to take a certain

action such as clicking a link or opening an attached document,

2. The email message itself - the written communication which embodies the

appeal to the reader to act, and

3. The reader of the email - who brings a series of attributes to the event, which

are usually appealed to and/or sought to be exploited in some way by the

sender.

These entities and their interplay are set out in Figure 2.1.

All of these entities, actions and attributes have been the subject of academic study

and there exists a good amount of research into various aspects of phishing such as:
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Figure 2.1: The Phishing Event

• The characteristics which influence the reader’s susceptibility to being phished

such as the work role of the reader [PHG04], his or her computer related ac-

tivity [DF18], network access patterns [PCA16], browsing behaviour [CBB14],

age [LCE+19] [PF20], level of perceived technical sophistication [VHC+11],

personality [UQ14] [PJBC09] [MZP+17] [WHZ+15] [WLR16] [HMN15], and

media use [VHC+11].

• The extent to which awareness training influences the reader’s susceptibility

and what makes for an effective awareness training strategy [HK17] [BSN19]

[KCA+09] [CBD+19] [Aba14].

• The extent to which the context (or the ”situation”) within which the email is

read and responded to affects phishing susceptibility. There is good evidence

to suggest that such things as time pressure [JTRH19] [YG12], organizational

culture [MA97], concurrent personal factors which match references in the email

(such as for instance attending a college) [GWD17], health concerns [SW19],

and emotional state [LHY20] all play a part. There is also research suggesting

that phishing susceptibility is higher if the person has previously fallen victim

to a phishing attack [CGR20].
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This research illustrates the fact that the phishing event is a psychological battle

between the persuasive efforts of the sender and the susceptibility of the reader. In

general terms, where the persuasive efforts of the sender align with the susceptibility

to persuasion inherent in the reader, the chance of a successful phish increases.

2.2 Continuous Innovation by Perpetrators

There is good evidence that some PCP’s actively monitor efforts to defeat phishing

attacks. For example, they often obtain keyword lists used in the matching systems

in an effort to circumvent defence mechanisms that analyze the words of an email

[Par18].

They also continually explore new ways to improve the efficacy of their efforts, by

employing more sophisticated strategies such as spear phishing and whaling. The

now ready availability of usable information in various social media problem enables

these types of attacks[Cal13]. As a result, spear phishing attacks have continued

to increase every year and some industry professionals now suggest that as of 2020,

95 percent of all attacks targeting enterprise networks are caused by some form of

successful spear phishing.1 Most notably, spear phishing emails were used in the com-

promise of the Democratic National Committee and presidential candidate Hillary

Clinton’s campaign leading up to the 2016 United States Election.

Spear phishing emails are usually crafted more carefully and are more likely to con-

tain certain details of the target’s environment (such as the name of a department

or a supervisor) in order to create a sense of legitimacy in the reader.

[ACPZ19] identified the increasing importance of the persuasive elements in the text

1https://www.kratikal.com/blog/staggering-phishing-statistics-in-2020/
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of spear phishing emails, which, as noted, are much more finely tuned to the circum-

stances of the targeted recipient.

It is worth noting that the study of spear phishing emails is evolving. One significant

barrier is that due to privacy concerns, spear phishing detection approaches have

not been conducted with adequate spear phishing samples. Collecting such data still

remains a challenging task [Par18]. Hopefully methodologies can be developed to

assemble anonymized spear phishing data sets which protect their victim’s identities.

2.3 The Behavioural Dimensions of Phishing

The primary purpose of a phishing email is to persuade. It is thus no surprise that a

reader’s psychology plays a significant part in how that person responds to a phishing

attempt [Jak07]. Human behaviour continues to be the key determinant of whether

a particular phishing attempt succeeds or not [BDH+11].

Understanding how human persuasion works is thus useful. There is an abundance

of research into persuasion strategies generally, as well as more recent research on

its use in phishing emails specifically.

2.3.1 Persuasion Strategies

Persuasion strategies are generally classified into four broad categories [PBDL19]:

• Commitment and Consistency - The concept of completing an action which

was previously initiated.

• Liking - Leveraging trust due to prior interaction or familiarity, such as for a

known and recognizable person, group or brand.
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• Authority - An authority figure mandating an action, usually with explicit

or implicit consequences for failing to comply.

• Scarcity - A short and specific time frame to complete an action, often with

a sense of urgency. Appeal to the ”Fear Of Missing Out” (FOMO).

Other researchers add three additional strategies [CG02] [Cia16]:

• Reciprocation - A benefit or favour extended to the reader used to seek

reciprocal action. ”I scratched your back, you scratch mine”.

• Social Validation or Social Proof - Others are doing this, you should too.

• Unity - An appeal for action on the basis of the benefits of unified action (e.g.

”We are in this together”).

[PT17] approaches the understanding of persuasion slightly differently, by identifying

five distinct models or modalities of persuasion:

• Appeal to authority - Explicitly referring to an authority to convey and

strengthen a message.

• Compare and contrast - Usually between two arguments, with the implica-

tion one is better than the other.

• Problem - Outlining a problem and its solution.

• Hypothesis - A rational outline of an argument with reference to evidence.

• Association - Relate something with favourably perceived things (logos, im-

ages, etc.).

With respect to task-related communications, i.e. attempts to compel a person to

act in some way, the perceived power of a communicator positively affects the success
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that the communicator may have [BL76] [FCK+03]. Power is usually demonstrated

by way of a threat or suggestion of a looming consequence, some indication that the

target’s situation will be worse if the communicated task is not performed. Perhaps

somewhat surprisingly, the simple act of using powerful acts (such as a threat) creates

the perception that such an actor is in fact more powerful [SL87]. The expression

of power is thus, in a sense, a self fulfilling promise.

2.3.2 Persuasion Strategy Effectiveness in Phishing Emails

The research shows that the type of persuasion strategy or combination of strategies

used in phishing emails correlates with differing rates of success.

As it relates to strategies which employ some form of implicit or explicit threat,

research has shown that the effectiveness of threats is associated with ”the size of

the threatened punishment, the perceived likelihood that the threat will be enforced,

and the magnitude of the resources that enable the threat to be enforced” [FCK+03].

A 2014 study determined that phishing messages using either a Scarcity or Liking

strategy were the most successful [WJT+14].

Two later studies in 2017 and 2018 concluded that the use or inclusion of an Author-

ity strategy was the most effective strategy in convincing users to take the desired

action in a phishing email [WHJ18] [BPP+17].

A further 2019 study found that reader susceptibility was highest with Scarcity

and ”legal” emails and lowest for Social Validation/Proof and ”financial” emails

[LCE+19].

13



Another 2019 study, which focusing on spear phishing specifically, found that Au-

thority and Scarcity based persuasion strategies appeared to be the most effective in

tricking targets to respond to those types of phishing e-mails [dK19].

2.3.3 Persuasion Strategy Prevalence in Phishing Emails

Several studies have analyzed the frequency of use of the various persuasion strate-

gies in phishing emails.

Given the above research on the effectiveness of Authority based messaging, it is not

surprising that a 2019 study, which examined emails sent between 2008 and 2017,

found that Authority based persuasion strategies were the most prevalent persuasion

strategy in phishing e-mails [FT19].

A relatively small and earlier (2014) study of 207 phishing emails suggested that the

two most used strategies at that time were Authority and Scarcity based approaches

[Akb14]. This study also pointed out that the artefacts of multiple persuasion strate-

gies are often found in phishing emails, with evidence of an Authority based approach

being present in nearly all. See Figure 2.2.

Figure 2.2: Phishing Email Persuasion Strategy Frequency (from [Akb14])
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2.4 The Language of Persuasion

The components of an attempt to persuade a reader to act on a phishing email must

by necessity be embedded in the message - the written language - in the phishing

email. It is invariably the only communication between the sender and the reader.

An appreciation of how language ”does this” is thus an important aspect of looking

for ways to model persuasion in phishing emails. Insights from various areas in the

field of Linguistics are instructive.

2.4.1 The Structure of Language

The study of linguistics can be separated into the following general categories [Ben13]

[JM12]:

• Phonetics: The study of the sounds of human language.

• Phonology: The study of sound systems in human languages.

• Morphology: The study of the formation and internal structure of words -

the meaningful components of words.

• Syntax: The study of the formation and internal structure of sentences - the

structural relationships between words.

• Semantics: The study of the meaning of sentences.

• Pragmatics: The study of the way sentences - with their semantic meanings

- are used for particular communicative goals. That is, how they are related

to the goals and intentions of the speaker.

• Discourse: The study of knowledge from ”linguistic units larger than a single

utterance”.
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As it relates to the written language of phishing emails, we are primarily concerned

with syntax and semantics and less so with pragmatics. The relationship between

these three is generally that:

”Syntax is what we use to do our best to communicate on the most
basic level. Semantics helps us determine if there’s any meaning to be
found. Pragmatics enables us to apply the correct meaning to the correct
situation.”[Bre20]

2.4.2 Language Patterns in Phishing

With respect to the syntax and semantics of persuasive speech, [Bro18] conducted an

in-depth linguistics based study of the nature of language in phishing emails. This

study also recognized the importance of Authority in persuasion, in fact it is central

to the analysis in this work.

[Bro18] explains that, in order to successfully persuade, there needs to be organi-

zation in the way persuasive information is communicated - it needs to flow in a

particular manner. To that end, she cites [Wes15] which provides a useful organiza-

tional framework known as ”The Motivation Sequence” (see Figure 2.3).

In the case of phishing emails [Bro18] identifies the Motivation Sequence as being

animated as follows (referred to hereafter as the ”Persuasion Motivation Sequence”

or PMS):

”[E]mails need to follow through a particular framework that grabs the
attention of the recipient, maintains his attention, explains what is ex-
pected of him, explains why there is no other possible route to take, and
reinforces the action necessary.”(emphasis added)

Within this persuasive framework, the actual persuasive language in a phishing email

is reflected in ”speech acts”. Speech acts are actions performed through language,
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Figure 2.3: The Motivation Sequence (from [Wes15])

which can embody a certain ”attitude” of the speaker (or writer).

To achieve this effect, a speech act has three components: the words spoken (the

act), the intention behind the words (the force), and the actual realized effect of the

words (the effect)2. The second component, the force, is particularly important in

persuasion, and it is parseable into five categories [GM12]:

1. Assertive: stating how things are in the world.

2. Commissive: committing to doing something.

3. Directive: seeking that the reader do something.

4. Declaratory: the speaker doing something currently.

5. Expressive: transmitting an attitude about facts or objects.

2These three components are referred to as ”locution”, ”illocution” and ”perlocution”.
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Beyond these five categories, speech acts can also generally be divided into two types:

direct and indirect speech acts. A direct speech act is declarative and unambiguous.

An indirect speech act is more circumspect and used when politeness is in order. An

example provided by [Bro18] is illustrative: ”I invoke my right to counsel” (direct)

versus ”Maybe I should speak to a lawyer?” (indirect).

Direct speech is more persuasive [Alt16] and is often used to make unambiguous

assertions or statements about the actuality of a particular state of affairs.

[Bro18] systematically analyzed a corpus of phishing emails and made a number of

important observations, including:

• The language used in phishing emails was drastically different from that used

in ordinary emails. Phishing emails had a clear ”agenda” in seeking out specific

action. They embody a form of the Motivation Sequence.

• Themes of authority, threat, expressions of power, and superiority all played a

persistent role in the persuasive components of phishing emails.

• Many of these themes were expressed using direct declarative statements about

the sender, using such phrases as ”I am” and ”We are”.

• Many contained ”If ... then ...” and ”I will” type conditional or consequential

statements.

• Imperative sentences starting with, or containing a key verb with a strong

”force” dimension (e.g. ”change your password”) were often used.

• Language referring to the reader directly, particularly with the word ”your”,

was prevalent and used to engage the reader’s interest as well as make factual

assertions about matters of presumed interest to, or directly tied to the reader.
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• Many phishing emails were thematically focused on money, usually by reference

to some aspect of the use of money, such as accounts, transfers and payments.

• Verbs indicative of some sort of movement from one party to another, such as

”transfer”, ”send” and ”receive” were highly prevalent in phishing emails.

• Non phishing emails might also seek to persuade, but did so, almost invariably,

through politeness based speech acts.

• Phishing emails were generally structured as a persuasive process towards a

goal, whereas regular emails had no such common structure and were more

”informational” in nature.

2.4.3 Word Meaning Dimensions

In seeking to interpret the role of language in phishing emails, and specifically the

import of the use of specific words, it is helpful to appreciate that the meaning of

a word may be captured along three general dimensions : evalution (i.e. evoking

a good or bad emotive reaction), potency (strong or weak), and activity (active

or passive). These provide a helpful lens in reviewing words used and how they

might relate to the persuasive purpose of a particular phrase or sentence component.

Models have been built scoring words along these three dimensions, albeit with mixed

success [OST57] [Hei70] [FCK+03].

2.4.4 Modeling Persuasion

Some research has sought to develop models to detect the presence of persuasion in

text.

[AKBG+11] explored the computational detection of perlocutionary (e.g. flattering,

insulting, and scaring) speech acts. They used a corpus of blog posts annotated ac-
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cording to the presence of 14 different persuasion related tactics (see Figure 2.4, and

fed simple n-gram as well as Latent Dirichlet Analysis (LDA) generated representa-

tions of the posts to various machine learning algorithms. The results were mixed

but did demonstrate the ability to model persuasion tactics using these approaches.

[IS19] sought to explore this area further, and employed a language structure focused

methodology, relying on a parse tree representation of the text as input to various

machine learning algorithms. They used the same persuasion tactics as [AKBG+11]

and built prototype parse trees representing an ”average” representation of each par-

ticular tactic. A specific text instance was then classified on the basis of the shortest

edit distance to a particular prototype’s parse tree. The corpora used were posts

on a popular Reddit3 community, U.S. Supreme Court oral argument transcripts, a

large collection of various blog posts, and political speeches by Donald Trump and

Hillary Clinton. Some of these data sets were annotated4 on the basis of the presence

of one or more of 14 identified persuasion tactics (see Figure 2.4).

This modeling approach demonstrated the ability to classify each of the various

tactics with varying degrees of success, but generally confirming their thesis that

language structure is a useful way of detecting persuasion in text.

2.5 The Grammar of Language

There are two general theories of linguistic knowledge, i.e. how language works. The

first is the Generative Grammar approach, or the ”Dictionary and Rules” model,

which relies on a large lexicon of words with a set of grammatical rules on the basis

of which language is constructed. This model is based on the fundamental work of

3Reddit is a popular topic based discussion forum. See http://reddit.com
4Some using Mechanical Turk, https://www.mturk.com/mturk/
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Figure 2.4: List of Persuasion Tactics used in [AKBG+11] and [IS19])

Noam Chomsky in the 1950’s [Cho55].

The second is the Constructions Grammar approach, which views language as a large

hierarchical ”inventory” of constructions (a ”construct-i-con”) which are linguistic

pattern generalizations [Gol95]. An examination of the differences between these

two approaches, or their respective merits, is beyond the scope of this thesis and

unnecessary for the purpose of aiding the effort of identifying persuasion in phishing

emails. There are, however, some core observations and insights, particularly from

the area of Constructions Grammar, which are helpful.

2.5.1 Grammar Basics

Verbs and nouns are the core components of language. They describe actions and

the subjects of action, which comprise the vast majority of what we (functionally)

express with language.

The interaction of verbs and nouns is usually articulated along certain semantic roles.
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Every verb has a certain set of compatible roles. See Table 2.1.

Table 2.1: Semantic Roles (adapted from [Hil14])

Role Description Example

Agent The initiator of an action Pat ate a pie
Patient The participant undergoing an action or state change Pat ate a pie
Theme The participant which is moving Pat threw the rope over
Experiencer The participant who is aware of a stimulus Pat heard a sound
Stimulus The participant that is experienced Pat heard a sound
Beneficiary The participant who benefits Pat sang for me
Recipient The participant receiving an item Pat gave me a waffle

Verbs have a syntactic valence which describe the number of ”participants” which

need to be expressed in the case of a particular verb. For example, the word ”yawn”

has a syntactic valence of 1, given that only one participant is required: ”I yawn”.

”Send” on the other hand, has a syntactic valence of 3, given that it requires someone

to do the sending, something being sent, and a (perhaps implicit) destination: ”John

sends Jane a package”. Having an appreciation of syntactic valency is helpful in

identifying required arguments of a verb in a particular sentence, and in separating

different types of verbs according to their valency.

2.5.2 Constructions Grammar

Constructions Grammar (also sometimes referred to as CxG) is a more recent linguis-

tic theory (first proposed in 1995) which postulates that rather than a ”dictionary

and rules” based approach, one should look at language as a set of classes of expres-

sions or grammatical (form/meaning) patterns [GC08]. In CxG, the core concept

is the ”construction”, which is defined as the basic unit of language: ”the network

of constructions captures our grammatical knowledge of a language in toto, i.e. it’s

constructions all the way down.” [Gol95]. Everything in language is either a con-
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struction or a combination of constructions.5

Whereas ”Chomskyan” approaches to modeling language focus on rules, Construc-

tion grammar based approaches focus more on patterns (mapping form to meaning)

and templates for these patterns.

CxG has been successfully used in various text parsing methodologies within Nat-

ural Language Processing (NLP) implementations, and is particularly effective in

describing the patterns of more nuanced language concepts such as, for example,

causation. In one such application, [DLC17] created a set of core ”causal” language

components, and then ”offloaded” the articulation of more complex constructions to

machine learning, with very good success. See [MRDM20] for another exploratory

study into the merits of using a constructions based approach to natural language

processing. Some researchers are also exploring algorithms to try and map construc-

tions patterns in an automated manner [Dun17].

As noted, constructions, and in turn their meanings, may be combined to articulate

more complex meaning structure patterns. As a result, there are many such differing

patterns. The following example, which is often cited in the literature, is instructive

[MRDM20]:

The sentence ”She sneezed the foam off the cappuccino” ... is an instance
of the caused-motion construction. The verb ”sneeze” on its own cannot
be interpreted as a motion verb, nor is it usually used as a ditransitive
verb, i.e. it does not normally take any complements. It is the caused-
motion construction that activates or highlights the motion dimension
of the verb “sneeze”. Other examples of the caused-motion construction

5There is some debate within the constructionist linguistic academic community around the
question whether everything in language is by necessity a ”construction”, with some taking the
view that they are limited to only patterns which create meaning beyond the meaning of the
language parts of which the pattern is composed (i.e. ”idiomatic” meanings). That distinction is
not material as it relates to this thesis.
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include ”She pushed the plate out of the way” or ”They moved their
business to Oklahoma”. All these constructions share a similar syntactic
pattern (form) and a meaning of caused motion.

Another example, of an ”unaware of the process” type of construction, is presented

in Figure 2.5.

Figure 2.5: Examples of the Construction Personal Pronoun + didn’t + Verb + how
(from [MRDM20])

The importance of simple terms (”I, we”, ”how”), verb tense (”sneezed, moved”) and

negation (”didn’t”) in articulating the meaning of a particular type of construction

is illustrated by the above two examples. This is an important observation, as in

many instances these types of elements are removed in more traditional NLP based

language modeling approaches.

It is also notable to point out that there is a degree of ”self-disambiguation” in

multi-part constructions. The context created by its components clarifies the mean-

ings of its constituent words or components (which is often a problem with very

fine-grained, i.e. word based, meaning extraction approaches, particularly where

stemming or lemmatization processes have been applied to the text).

There are a large number of constructions in English, but four of them are very

common and important [JM12]. They are referenced here to illustrate the general
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approach:

1. Declarative Constructions: a subject noun followed by a verb phrase, used for

many purposes. (”We want to move to New Brunswick”).

2. Imperative Constructions: a verb phrase without a subject, almost always used

for commands or suggestions. (”Show me your passpost”).

3. Yes-No Constructions: an auxiliary verb followed by a subject noun phrase,

followed by a verb phrase. (”Does New Brunswick have trees?”).

4. Wh- Constructions: a wh- word followed by a subject-question or non-subject

question (”Which provinces have trees?”).

Simply put, constructions are a way to map syntactical patterns/form to meaning

[Dun17].

2.5.3 Computational Linguistics

Computational linguistics is the scientific and engineering discipline concerned with

”understanding” language from a computational perspective. Much of the work in

this area continues to rely on the ”dictionary and rules” based model of context-free

grammars (CFGs) defined by Noam Chomsky, because this approach has a closed

set of word types, is logically simple and efficient to parse with a machine [CFL13]

[HH01].

Perhaps as a by-product of the ”dictionary and rules” based approach, much of the

challenge in this area continues to revolve around resolving ambiguity. The simple

fact is that a sentence can have multiple different meanings, which can only be

differentiated with contextual information. An entertaining example provided in

[JM12] is instructive. Take the statement ”I made her duck”. As the author notes,

this statement could mean any of the following:
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• I cooked waterfowl for her.

• I cooked waterfowl belonging to her.

• I created the (plaster?) duck she owns.

• I caused her to quickly lower her head or body.

• I waved my magic wand and turned her into undifferentiated waterfowl.

In the above example ”duck” can be a verb or a noun, ”made” can refer to ”her” or

”duck” (if ”her” is interpreted in a possessive sense), etc.

Computational linguists have developed a number of approaches to modeling knowl-

edge in language to resolve ambiguity (as well as other knowledge extraction chal-

lenges). These approaches primarily revolve around state machines, rule systems,

logic, probabilistic models and vector-space models. In most cases any automated

processing of language using these approaches, involves the general theme of a search

through a space of states representing hypotheses about an input [JM12]. With respect

to disambiguation in particular, part-of-speech (POS) tagging processes are helpful

in resolving questions like whether ”duck” is a verb or a noun. Word sense disam-

biguation tools can help determine if ”made” refers to creating or cooking.

An approach focused less on individual words, and more on phrasal patterns, like

that pursued in a constructions based model, would appear to be less susceptible to

the ambiguity effects of this traditional approach to computational linguistics.

2.5.4 Some Other Language Related Observations

The English language boils down to a list of semantic ”building blocks” not much

larger than 20,000 words, when names and acronyms are excluded [BSMK16].
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The English language is also a highly analytic language, requiring a rigid word order

from its users [Fal17].

The frequency distribution of terms in a language corpus generally follows the rule

that the frequency of a word is inversely proportional to its rank. This rule is known

as Zipf’s Law. A thorough analysis is available in [Pia14]. The effect of this rule is

that frequency distributions of words are very much top heavy, which result in the

effect where, for example, the first 2,000 words in the frequency distribution of words

in articles in Time Magazine account for close to 75 percent of the total words used.6

Age and education influence the size of one’s vocabulary [BSMK16]. We have little

insight into the age or education of PCP’s but given the sophistication of the lan-

guage generally seen in phishing corpora, it is unlikely that most phishing emails are

being crafted by 50+ year old academic linguists. And even if they were, given the

PCP’s goal of wanting to communicate effectively, clearly and unambiguously, he or

she should actively seek to use simple language, using a more limited vocabulary,

fully available to its intended targets.

In summary, it appears likely that the (persuasive) language used in phishing emails

is subject to an upper bound both in vocabulary size as well as syntactic and seman-

tic complexity. Given that phishing emails have limited unique and distinct language

features in light of their single persuasive purpose, and given the existing insight into

how persuasion is recognizable in text, it should thus be possible to derive a set of

persuasion related constructions for each of the various organizational components of

the persuasive effort which reveal themselves in the vast majority, if not all, phishing

emails, and use those to build a detection model.

6See https://www.wordfrequency.info/samples.asp
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In order to assess the extent to which such an approach might comport with prior

work, a literature review was conducted with respect to computer science research

into automated detection of phishing emails.

2.6 Literature Review

The research into computationally driven phishing detection can be divided into two

general categories: research focusing on phishing websites (the target to which a

phishing email is often seeking to steer the reader) and the phishing email itself.

This literature review focuses on the latter. A few papers from the first category are

referenced where the use of semantic components of phishing websites provide useful

insights.

Many anti-phishing strategies focus on extracting features from an email and then

applying some processing methodology to that data to classify the emails as either

phishing or non-phishing.

These features can be divided into three general categories:

1. Non text-based features such as whether the email has an attachment,

the type of domain from which the email was sent, or whether the email has

multiple recipients or not.

2. Structural text-based features like the presence of keywords/n-grams in

the body text of the email.

3. Semantic text-based features which seek to represent the meaning of the

text in a set of features, based on a set of general or specific linguistic rules.
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Of these three categories, there is a good deal of research in the first two categories.

The academic work in the third category is growing and evolving. Machine learning

based approaches to classifying phishing emails are prevalent in all three categories.

A review of language focused email phishing research follows. References to non-

phishing based implementations are also included where a particular approach is

helpful to a similar issue in the email phishing domain. In the same vein, some

papers on the semantics of emails in general are referenced as well.

Many researchers have built models with features from both of the first two cate-

gories set out above. For ease of reference these are referred to as using ”hybrid”

approaches. A table summarizing and comparing specific language based approaches

(where sufficient detail was available in the applicable papers) is provided at the end

of this section.

2.6.1 Text-based Approaches

[CNU06] explored, in addition to several non text-based structural features, the pres-

ence and frequency of 18 keywords in the subject and body segments of the email.

The testing corpus was quite small (only 400 emails) and the classification accuracy

varied greatly once non-word based features were removed.

A somewhat similar approach was followed in [BCP+08] where the presence of 10

words and word stems were tracked and counted. The model also included a com-

bination of several other non text-based structural features such as the presence of

any URL’s, the web technologies used in the email, and whether the SpamAssassin

API7 classified the email as spam.

7https://spamassassin.apache.org/
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[MOWB09] pursued an approach combining a large number of hybrid features ex-

tracted from phishing emails to create several models for classification. Using an

information gain feature selection process, the best features were sought to be se-

lected. Of these key features, the ”words in the subject” and ”words in the body”

categories achieved the highest rank (with a frequency distribution of 0.3177 and

0.2281 respectively), followed closely by a feature based on the presence of links in

the body of the email (at 0.2266). It is notable that the fourth ranked feature scored

0.01, demonstrating clearly the importance of text-based features in phishing email

classification. The authors used a very large corpus (659,673 emails of which 45,525

were phishing emails (about 7 percent)) and were able to generate good results us-

ing a number of different algorithms. Notably, this research suggested that decision

tree based algorithms performed best in modeling phishing emails on the basis of

text-based features.

[PR12] used 23 most prevalent keywords extracted from the email body, reduced to

12 features via a t-statistic based feature selection process, to test a number of ma-

chine learning algorithms for classification. They used a corpus of 2,500 emails made

up of equal numbers of phishing and non-phishing emails. The research concluded

that the feature selection process did not detrimentally affect the machine learning

based detection, compared to the full feature set.

[ST+14] employed a model using 46 hybrid features with a large proportion of text-

based features. A high rate of accuracy (in excess of 99 percent) was achieved using

a Random Forest classification approach.

[MCB17] employed a feature set comprised of the number of web links in the email
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body, whether the email was HTML or simple text, the presence of JavaScript, and,

after stop word and special character removal, a vectorization of all the words in the

email. A Neural Network based modeling approach generated good results.

[BNBW19] employed a vectorized full text, top-down NLP approach to seek to cap-

ture inherent characteristics of phishing email text, which were then used to classify

emails as phishing or non-phishing using machine learning and deep learning strate-

gies.

[Son20] employed 41 features in four categories (email subject, email body, links

present, and readability) to drive a Binary Search Feature Selection (BSFS) approach

to phishing email classification.

2.6.2 Language Based Approaches

Several researchers have explored the use of the semantic make up of the text in

phishing emails to build a classification model.

[KTTZ05] outlined a methodology for engineering language driven ontology-based

knowledge systems to detect various email mediated scams including phishing. The

ontological model consisted of identifying concepts (e.g. a user’s ”account”) and (ac-

tion based) relations (e.g., ”open”) as syntactic patterns within the text of emails.

The proposed methodology had four tracks: system engineering; terminology engi-

neering; knowledge engineering; and language engineering.

[LHWR10] used an approach which extracted word clusters constituting an inferred

”significant meaning” from phishing emails by applying a version of Latent Semantic

Analysis (LSA), a k-means clustering technique, to the phishing emails corpus used.
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The authors then used a Latent Dirichlet Allocation (LDA) algorithm to extract

”topics” reflected in the clusters. From the paper:

”LDA is a model where latent topics of documents are inferred from
estimated probability distributions over the training data set. The key
idea behind LDA is that every topic is modeled as a probability distri-
bution over the set of words represented by the vocabulary, and every
document as a probability distribution over a set of topics. By using this
text-mining method, different topics can be extracted and used as input
features for the phishing classification task.”

The top 10 keywords for each topic were then used to mark up the emails. The total

number of useful keywords was 405.

The ”topics” generated by this approach, although generally recognizable as phish-

ing related, are not easily further classifiable/parseable by humans in any sort of

”meaning” sense. See Figure 2.6 illustrating the word content from ”topics” derived

in this research.

Figure 2.6: Example Topic Words Extracted Using LDA (from [LHWR10])

The research did demonstrate that this LSA/LDA based approach outperformed

those based on purely keyword based features.
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An interesting poster, from what appears to be the early 2010’s, explored the subject

and object of verbs in their usage between phishing emails and legitimate emails. It

concluded that features could be created with respect to some verbs, and that more

study was required with respect to the utility of others [PT15a].

[VSH12] sought to separate emails on the basis of whether they were ”informational”

or ”actionable” in nature, by way of a number of hybrid features. With respect to the

text-based features the researchers used an NLP based methodology which involved

extracting, after stemming and stop word removal, four different types of keywords

from the email text. Features were then formulated by way of Wordnet sense dis-

ambiguation8 and a SenseLearner tagging process [MF04]. It is of note that the

keywords and stems used were personally curated by the researchers by reviewing

what appears from the paper to be a relatively small set of emails (20). Several other

structural features were also extracted. After disambiguation, term frequency was

used to assign a score using a feature weighting formula developed by the authors.

This formula also incorporated the other structural features (such as whether a URL

link is present). The model also sought to include a broader context focused feature

in the classification methodology, by modeling the user’s other emails to aid in the

identification of an ”out of the ordinary” (and thus more likely to be phishing) email.

[VH13] employed a (stop word reduced) body text only approach, which among

other features used a semantic ”action detector”, to classify phishing emails. This

action detector component was based on finding ”property” n-grams, defined as any

sequence which matched the word ”your”, followed by a reference to a ”property”

term (identified by way of a match with a term from a term list) followed by a URL

link.

8This API is passed a word and the context in which it occurs (i.e. its surrounding text) and
returns a string describing the most likely meaning of the word.
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[HAK13] used a combination of structural and text based features to achieve a classi-

fication accuracy of 94 percent, using several machine learning algorithms, including

Random Forest and Support Vector Machine. The text based features were based

on a ”black list” of terms not further particularized in the paper.

A 2014 study recognized the importance of integrating human-accessible semantics

into computational solutions like phishing email detection [PSTR14].

[AA14] pursued a Random Forest algorithm exclusive approach using 15 features rep-

resenting various text-based and structural aspects of phishing emails. They were

able to achieve an classification accuracy above 99 percent.

[AKS14] sought to extract the presence of semantic components such as the presence

of a ”reply inducing sentence” and a ”sense of urgency” from phishing emails using

a Part of Speech(POS) and word stemming based approach.

[PM15] presented a system which used generative grammars to create dynamic e-mail

contents for use as test cases for anti-phishing research, demonstrating that there

are reproducible inherent grammatical structures which are consistent with phishing

emails.

[PT15b] reported on a syntactic sentence similarity experiment comparing phish-

ing and non-phishing emails. The experiment examined the subject and object of

verbs in the email text. The results indicated that the syntactic structures of sen-

tences driven by verbs was not enough to play a role in a definite differentiating

between phishing and non-phishing. The researchers felt this was due to the fact
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that verbs can have multiple meanings. They did identify interesting language struc-

tures around the expressed intention of the sender, as well as the use of the word

”your” followed by some attribute of the reader, and the need to explore the effect

of meaning as future work. One of the researchers pursued this further in [Par18],

discussed below.

[YA16] used, in additional to several non-text features, a frequency based weighting

of phishing terms extracted from the email header and body (after text stemming,

stop word removal, and synonym supplementation using WordNet) to try to estimate

the semantic meaning of an email.

[ZZJ+17] demonstrated an approach which extracted a series of semantic features

from phishing websites (as opposed to phishing emails) with a Word2Vec based

machine learning approach, with impressive results. The authors opined that the

majority of phishing websites are effectively identifiable by only mining the semantic

features of word embeddings.

[PHS18] explored a methodology to detect social engineering attempts using the

presence of malicious question/command verb-object pairs, ”urgent tone”, a generic

greeting and a malicious URL link. This work also concluded that semantic infor-

mation is valuable in phishing detection.

[GDSV+20] proposed a multi-stage approach to email phishing detection, using the

text portion of emails only. Text vectors were lemmatized and stop words were

removed, and then subjected to various vectorization methodologies, automated fea-

ture selection methodologies, and finally, machine learning. The classification accu-

racy was excellent - in excess of 99 percent, using several machine learning algorithms.

35



[LZW20] pursued an effort to detect three types of persuasion in emails, namely

Authority, Reciprocation and Scarcity, using short term lists for each.

[BFSS20] offers a very recent systematic literature review of research into the classi-

fication of phishing attack solutions with deep learning strategies, with an emphasis

on URL related data. The review indicates that with respect to that domain, the

most often used approaches involved the use of a Deep Neural Network (DNN) or a

Convolutional Neural Network (CNN).

A similar literature survey was done, also on machine learning based detection ap-

proaches to phishing websites, in [KA19].

Details of the specific text based and other features used, where available, are sum-

marized in Tables 2.2 - 2.4.

Much of the above research focused on capturing some semantic aspects of the lan-

guage in phishing emails using automated approaches or with relatively little evident

exploration of the psychological or linguistic aspects of the phishing problem domain.

There are a few researchers who have explored the idea of more systematically using

the semantics of phishing emails to model them.

2.6.3 Systematic Semantic Modeling of Phishing Emails

Two PhD dissertations from 2016 and 2018 respectively, [Fal16] and [Par18], sought

to more systematically explore the question of capturing the semantic structure of

phishing emails. Their work confirms that there is significant value in seeking a more
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Table 2.2: Feature Details for Some of the Papers Cited

Citation Text Features Other Features Classification

[CNU06] Presence of: account, access,
bank, credit, click, identity, in-
convenience, information, lim-
ited, log, minutes, password, re-
cently, risk, social, security, ser-
vice, suspended. Number of
unique words.

URL analysis, presence of
embedded forms

Support Vector Machine

[BCP+08] Presence of: account, update,
confirm, verify, secur, notif, log,
click, inconvenien. Latent topic
modeling using LDA

Presence of MIME email
components, URL’s, Web
technologies, SpamAssassin
classification

Support Vector Machine

[MOWB09] Presence of: account, update,
confirm, verify, secur, notif, log,
click, inconvenien, bank, urgent
(among others - no complete list
provided)

Presence of links in the the
email, invisible links, non-
matching URL’s, forms,
scripts

Decision Tree, Random For-
est, Multi-layer Perceptron,
Näıve Bayes, and Support
Vector Machine

[PR12] Presence of: Account, Response,
Member, Offer, Access, Trans-
action, Email, Agreement, Ad-
dress, Registration, Update, Per-
son, Price, System, Market, Pro-
cess, Online, Service, Informa-
tion, Request, Work, Message,
Credit

None Multilayer Perceptron, De-
cision Tree, Support Vector
Machine, Group Method of
Data Handling, Probabilis-
tic Neural Net, Genetic Pro-
gramming, and Logistic Re-
gression

[ST+14] Presence of: dear, verify your ac-
count, verify, suspension, login,
click, reply, debit, bank. Number
of unique words, number of words

Structural features includ-
ing the presence of URLs,
images, periods in the URL,
scripts.

Näıve Bayes, Random For-
est and AdaBoost

[AA14] Presence of: update, Confirm,
user, customer, client, suspend,
restrict, hold, verify, account, no-
tif, login, username, password,
click, log, SSN, social security, se-
cur, inconvinien

URL’s containing IP ad-
dresses, disparities between
“href” attribute and link
text, the words click, here,
login, update,and link in the
link text, number of dots
in domain name, HTML or
text email, Javascript, num-
ber of links, among others

Random Forest

[MCB17] Word2Vec vectorization of all the
words in the email

Number of the web
links, HTML/text email,
JavaScript, number of the
email’s parts

Neural Network
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Table 2.3: Feature Details for Some of the Papers Cited - continued

Citation Text Features Other Features Classification

[BNBW19] All the text of the email (con-
verted to one-hot encoded vec-
tors)

None Näıve Bayes, Support
Vector Machines, Deci-
sion Tree, Long Short
Term Memory (LSTM)
and Convolutional Neural
Networks

[Son20] In the subject line: account, up-
date, security, important, resent,
notice, verify, please, verification,
credit, bank, online, and in the
body: account, update, informa-
tion, transfer, post, credit, prior-
ity, user, resent, security, status,
address, access, time

Presence and nature of
URL’s, URL visibility and
match with visible text, IP
based URLs, URL length,
hyphens and dots in URL,
image tags, absence of un-
subscribe link, etc.

Binary Search Feature Se-
lection

[LHWR10] Keyword extraction using k-
means clustering with subsequent
Latent Dirichlet Allocation

None Logistic Regression, Näıve
Bayes, Support Vector Ma-
chine

[VSH12] (VERBS): click, follow, visit,
go, update, apply, submit,
confirm, cancel, dispute, en-
roll (ADVERBS): here, there,
herein, therein, hereto, thereto,
hither, thither, hitherto, thith-
erto (WORDS CONVEYING
A SENSE OF URGENCY):
now, nowadays, present, today,
instantly, straightaway, straight,
directly, once, forthwith, ur-
gently, desperately, immediately,
within, inside, soon, shortly,
presently, before, ahead, front
(DIRECTION WORDS): above,
below, under, lower, upper, in,
on, into, between, besides, suc-
ceeding, trailing, beginning, end,
this, that, right, left, east, north,
west, south. The word ”money”,

Context feature based on
consistency of email with
other emails of user. Email
header analysis, link analy-
sis

Pattern matching clas-
sifiers developed by the
researchers

[VH13] Presence of ”property” n-grams,
defined as any sequence which
matched the word ”your”, fol-
lowed by a reference to a ”prop-
erty” term (identified by way of
a match with a term from a term
list) followed by a URL link, ex-
tracted from the body text only.

None Pattern matching clas-
sifiers developed by the
researchers

38



Table 2.4: Feature Details for Some of the Papers Cited - continued

Citation Text Features Other Features Classification

[AKS14] The presence of a ”reply induc-
ing sentence” and a ”sense of ur-
gency” from phishing emails us-
ing Part of Speech (POS) and
word stemming. Mention of
”money”

Presence of names Scoring methodology devel-
oped by the researchers

[PT15b] The subject and object of the
verbs: access, click, confirm, en-
ter, follow, protect, update and
use, in the email text

None Experimental comparison.
No classification attempted.

[YA16] Phishing terms extracted from
the email header and body (af-
ter text stemming, stop word re-
moval, and synonym supplemen-
tation using WordNet) to try to
estimate the semantic meaning of
an email. The words account,
dear, paypal, login, bank, verify,
agree and suspend were consti-
tuted as independent features.

Presence of HTML content
in the email body, any
hexadecimal characters in
URL’s in the email, the
number of domains refer-
enced in the email, and the
number of dots in referenced
URL’s

Random Forest, J48

[LZW20] Presence of: paypal, verify, fraud,
management, identity, benefits,
bank, customers, accounts, up-
dates, limited, services, suspen-
sion, suspended, terminated

None K-nearest Neighbour, Deci-
sion Tree, Bayes
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structured model of the meaning of the email text and that semantically meaningful

data as input to a detection system in turn makes for more meaningful output.

2.6.3.1 The Falk Research

[Fal16] is the first research project which sought to methodically examine the impor-

tance of semantic structures in the context of phishing emails. He explored whether

or not machine learning algorithms perform better when provided semantic struc-

tures as opposed to simple lexical structures. The author coined the term Meaning

Based Machine Learning (MBML) to represent the first category.

The specific semantic structure chosen to reflect meaning to be found in a phishing

email was the ”TMR” or Text Meaning Representation, which is a concept from

the Ontological Semantics Technology (OST) theory of natural language processing

[Tay10].

OST (or OntoSem as it is sometimes also referred to) seeks to ”meaningfully connect

the overlapping concepts and relationships used in ... text descriptions” on the

basis of the underlying idea that the state of something can be described in many

different ways, but there are common properties and attributes for all descriptions.

For example the sentences ”a ball is over a cube” and ”a cube is under a ball”

both reflect a common spatial attribute about the ball and the cube. The pattern

based philosophy underlying OST is not dissimilar to that of the Constructions based

approach discussed above. The basic components of an OST based system are:

1. An Ontology;

2. A Lexicon, or vocabulary;

3. An Ontomasticon (a vocabulary of proper names); and
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4. A Fact Repository (to store learned instances of concepts and TMR’s).

In OST all the applicable properties and attributes are stored in the Ontology, where

entities (usually subjects in sentences) are reflected by way of ”case roles”. See Fig-

ure 2.7.

Figure 2.7: List of Case Roles as used by Ontological Semantics (from [Fal16])

A TMR is a graph based structure which (ambitiously) seeks to represent the ”total-

ity of knowledge available” by connecting abstract concepts, such as the case roles,

via ”slots” (properties). For the purpose of feeding a TMR to a machine learning

algorithm, it is embodied in a parseable S-expression (a ”symbolic expression” - a

way to represent a nested list of data, not unlike XML).

[Fal16] pursued a limited implementation of an OST based model for phishing emails.

This appears to have been a laborious exercise as no TMR parser was available. As

a result he prepared two small data sets manually, one using a TMR interpretation,

and another which was constituted as unigram representations of the email text. He

then tested these against three different machine learning algorithms: Näıve Bayes,
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Support Vector Machines and a J48 Decision Tree approach. A cross validation9

approach to guard against overfitting was also employed.

The TMR based data set performed markedly better, see Figure 2.8.

Figure 2.8: Test Results From 3 ML Algorithms for a TMR and non-TMR Data Set
(from [Fal16])

A number of limitations were imposed on this research, while others flowed from the

approach itself:

• It only focused on having emails with PDF attachments, on the premise that

a particular type of attachment would limit the number of action verbs related

to that file type.

• As noted, the process of creating TMR’s was done manually and was very time

intensive. As a result the data set for testing was very small.

• While the end goal of the research would be a system that could automatically

distinguish between phishing and non-phishing emails based on their semantic

parses, building such a system was outside the scope of the dissertation.

9Cross validation is a randomized re-sampling strategy which repeatedly selects a different
subset of a corpus for training and comparison to the remaining (smaller) test subset.

42



Iit is of note that in [Fal17] Falk explored the development of a parser to transform

natural language into TMR’s. He was successful with a heuristics based approach

using a genetic algorithm.

2.6.3.2 The Park Research

Two years later, another PhD student, Park, further examined the issues explored

by Falk [Par18]. This research, again towards a ”meaning based” approach to email

phishing detection, was driven by his key observation, citing [LSY+16], that:

... fraudsters have found ways to bypass phishing detection measures.
One possible explanation of this is that most security defenses are based
on superficial features of emails, which has been susceptible to continu-
ously newly-crafted phishing emails. For instance, once phishers find out
a list of addresses in blacklists or literal keywords registered as dangerous
in email servers, they can easily re-forge emails to infiltrate the systems.

For the purpose of his analysis, Park separated the prior approaches to phishing into

three categories:

1. List-based approaches: using a list of identified phishing websites URL’s to

identify phishing emails which contain these links.

2. Heuristic based approaches: using a heuristics driven model to identify phishing

emails or websites as being phishing.

3. Machine Learning based approaches: using various algorithms to identify phish-

ing.

He succinctly summarized the various limitations of these non-semantic based ap-

proaches, reproduced here as Figure 2.9.

Park noted that ”it is imperative that a rigorous study be conducted to identify

what email body text means and conveys. Specifically, body text of emails needs
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Figure 2.9: The Drawbacks of Technical Approaches (from [Par18])

to be analyzed semantically, and meaning of words and sentences should be used as

features to determine the email’s legitimacy”. His research sought to further confirm

that the absence of seeking to model semantic factors that humans might be able

to catch, but which are simply not considered in structural feature driven ML ap-

proaches is a significant weakness, particularly as new more personalized versions of

phishing emails are being used. As succinctly put by Park: ”the intention of phishing

does not change over time, and thus, it is expected that clustering words in semantic

domains can create distinguishable features between phishing and legitimate emails”.

In the research pursued by Park, he also approached the issue using an ontology

driven approach, focusing exclusively on the body text of the emails and no other

features.

The primary focus of his research was to find a difference in the nature of verb

driven ”action requests” between phishing and legitimate emails using various verbs

and ”their dependents” in the sentences of the emails. Park recognized that the same

verbs may appear in both phishing and non-phishing emails, but that their meaning
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would likely be different based on their interplay with objects in the text. Park was

confronted, as was Falk, with the reality that manually creating syntactic structures

from phishing email instances is very time consuming. This again limited the scope

of meaning modeling pursued.

Park approached the research question by first identifying 50 verbs with the highest

frequency in his testing corpora, which were the following:

access, activate, approve, attach, bring, build, buy, change,

check, choose, click, complete, confirm, consider, create,

deliver, deposit, earn, enter, file, find, give, kill, lose,

make, open, pay, protect, provide, raise, receive, reconfirm,

reduce, register, release, remove, review, save, select, send,

set, share, sign, submit, transfer, update, use, verify, visit, win.

He then followed the following methodology:

• He looked for the presence of the identified verbs and their related objects in

the emails, so as to capture ”action” based meaning. He used the Stanford

typed dependency parser [DMM08], to parse sentences to identify the sentence

components indicating initiators of actions (verbs) and targets of the actions

(objects).

• He designed an ontology to disambiguate the ”action” meaning for combina-

tions of these verbs and objects into ”concepts”.

• He then tested the modeling value of various representations of the phishing

emails (i.e. the email itself, the sentence containing the verb, the lexeme (the

actual verb and object construction), and its representative concept) using

several machine learning algorithms. See Figure 2.10. He also tested the impact

of replacing certain verbs or objects with their synonyms.
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Figure 2.10: The 4 Input Types for ML Testing Pursued in [Par18]

The results indicated that as the machine learning algorithms were fed more data,

the accuracy improved. When he tested the machine learning algorithms against

only the lexemes and the concepts, the scores were as set out in Table 2.5.

Table 2.5: Lexeme and Concept based ML Accuracy from [Par18]

Algorithm Input F1 Score

Logistic Regression Lexeme 0.832

Support Vector Machine Lexeme 0.833

Logistic Regression Concept 0.843

Support Vector Machine Concept 0.843

Random Forest Concept 0.888

Random Forest Lexeme 0.891

[Par18] drew several conclusions from his study:

• The inputs to teach a machine phishing detection need to go beyond super-

ficial clues. Semantic features are useful resources to improve machine based

phishing detection capability.

• Lexical feature-based models became more vulnerable to unseen data than the
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models that leveraged conceptualization. Semantic models are more durable.

• The effectiveness of conceptualization decreases as the number of uncontrolled

features increases. We need to analyze semantic aspects of emails in a broader

spectrum.

Future work included exploring additional semantic elements (beyond verb and ob-

ject), conducting semantic analysis in a broader scope beyond sentence units, and

looking for ways to integrate more human knowledge in designing phishing detection

models.

2.6.4 Insights from the Literature Review

Several observations stand out from the review of various approaches to modeling

phishing email language features generally, as well as the semantics focused work

specifically.

2.6.4.1 Meaning is a Valuable Feature Set

Every effort to give voice to meaning seems to improve performance. Finding forms

of meaning representation are also generally viewed as providing a potential means

to more robustly model evolving spear phishing emails.

2.6.4.2 The Struggle To Capture Meaning

Extracting exact meaning from text is hard. LSA approaches like the one pursued

in [LHWR10], despite offering improved performance, are difficult to evaluate from

the perspective of true meaning. The approach is not clearly ”understandable”. In

turn, the highly formalized OST approach is very labour intensive, and likely too

ambitious in that it seeks to capture the ”totality of knowledge”.
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These two differing approaches beg the question whether there is an approach some-

where between the two. Is there room for not overthinking it? Is it possible to expand

the scope of captured meaning without the intimidating overhead of an OST? Can

we achieve results with less formalization? Can we employ simpler versions of an

approach like OST if the language in a particular domain is of markedly lesser com-

plexity? Can the approach to reflecting meaning be made more ”understandable”?

2.6.4.3 Shallow Pre-Processing

A great proportion of the research seeking to classify phishing emails attack the prob-

lem from the traditional text mining approach, which incorporate stemming and stop

word removal usually as a given, without appearing to consider the impact of such

measures upon the richness of the language data and the concomitant potential loss

of available detection information.

As will be explored below, in the specific context of phishing emails, these processing

steps can rob the text of critical semantic nuances. An example derived from a

phishing email used in this work proves the point. See Figure 2.11. It is quite easy

to find both ”action” as well as ”informational” (to follow the approach in [VSH12])

expansions of a post processing derived root sentence, demonstrating the potential

loss of significant meaning.

2.6.4.4 Emphasis on Term Frequency

Where specific term features were identified by way of term lists, these seem to have

been curated on the basis of term frequency alone and in most cases, without much

thought of the functional semantic aspects of email phishing, i.e. the persuasion

driven functional meaning which might be available to be derived from the terms.

Given that phishing emails are generally shorter than normal emails, term frequency
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Figure 2.11: An Example of Loss of Meaning due to Text Pre-processing

(as opposed to presence and context) would appear to be of less importance.

2.6.4.5 Lack of In-depth Domain Analysis

Very few of the research papers explored the operational, behavioural or persuasion

focused underpinnings of phishing emails, and when they did it was in a superfi-

cial manner. The importance of doing this is emphasized by a number of the best

practices in feature engineering, which is explored in the next section.

2.7 Feature Engineering

Given the intent of deriving language based features, a review of feature engineering

best practices and recent research in that area was undertaken.

As noted by a popular blogger in this area:

... feature engineering is [a] topic which doesn’t seem to merit any review
papers or books, or even chapters in books, but it is absolutely vital to
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ML success. [. . . ] Much of the success of machine learning is actually
success in engineering features that a learner can understand.[Loc14]

2.7.1 Approaches

Feature engineering is generally pursued by way of one of three broad approaches

[DL18]:

2.7.1.1 Classical (hand-crafted) Feature Representation

In this approach, features are (able to be) carefully designed by domain experts with

knowledge about the domain specific data properties and the problem sought to be

solved. Given that this approach integrates human real world knowledge in the de-

sign process, it generates features which are easy to understand and interpret.

An example of a classically engineered feature is the shape of an object in visual

recognition systems, articulated by way of its dimensions in three dimensional space.

2.7.1.2 Latent Feature Representation

This, usually automated, approach is used when it is more difficult to readily identify

features, for instance, where features are sparse and of low dimensionality. Various

feature selection algorithms and approaches exist, usually around an objective func-

tion being optimized. Obtaining features with this approach can be difficult and

may require extensive reformulation and/or optimization.

An example of the use of latent features is Principal Component Analysis, or PCA

or the LSA approaches discussed previously. Eigenfaces [TP91] is a good example

of the use of PCA for use in real-time face recognition systems.
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2.7.1.3 Deep Learning Feature Representation

This approach achieves automated feature generation with minimal pre-processing

and without the need for any domain expertise, through the use of Convolutional

Neural Networks (CNN) and similar strategies. A certain amount of design is still

required, but this relates more to the appropriate architecture of the CNN (the types

and number of layers, the number of neurons, etc.) The downsides of this approach

are that it requires large data sets and computational resources, and is susceptible to

learning errors due to (latent) biases present in the data, exacerbated by limitations

in the ability to explain how the derived information is generated.

An example of the application of these types of deep learning generated features

is diagnostic image based lung cancer identification, where particular shapes and

densities in images are identified as correlating with disease [SZQ17].

2.7.2 Feature Engineering for Text Data

Techniques for engineering features from text data have been developed by re-

searchers in the areas of information retrieval, natural language processing, and

data mining [DL18].

Early techniques depended on term frequency [Luh58] and evolved over time to gen-

eral ”bag of words” representation and Term Frequency Inverse Document Frequency

(TF-IDF) weight based approaches, which continue to see persistent use today.

Term frequency based strategies tend to be quite shallow and are not able to capture

the syntactic nuances of text where more complex goals such as capturing a sense of

”meaning” are pursued. Where that is important, strategies using syntactic phrase,

parse-tree, and entity-relation identification are used. More recently, machine learn-
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ing enabled Latent Semantic Indexing (LSI) based approaches, have also been found

to be useful.

The current cutting edge of text feature engineering is through ”word embeddings”.

A word embedding is a type of word representation that allows words with similar

meaning to be understood by machine learning algorithms. This is achieved by

mapping words into vectors of real numbers based on how they ”co-occur” with

other words in a particular text corpus. Word2Vec is one such embeddings approach

which places words with similar meanings closer together, and more dissimilar words

farther away, in a (multi-dimensional) vector space.10

2.7.3 The Importance of Domain Knowledge

Where it is possible, incorporating domain knowledge in the feature engineering pro-

cess is very beneficial. Simply put, it avoids the model having to learn something

that we already know, enhances the precision of the model, and reduces the risk of

faulty correlation [BBM20].

Domain knowledge should incorporate different dimensions of the problem space. In

the realm of text classification in particular, features which interpret sentence data

from different perspectives improve performance [DL18] [JZ07].

The purposeful inclusion of domain knowledge is sometimes referred to as Informed

Machine Learning (IML) [vRMB+19]. See Figure 2.12. A helpful history and tax-

onomy of approaches to incorporating domain knowledge into feature engineering is

provided in [vRMB+19].

10see https://medium.com/@zafaralibagh6/a-simple-word2vec-tutorial-61e64e38a6a1
for more detailed explanation.
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Figure 2.12: Informed Machine Learning (from [vRMB+19])

In the context of IML, ”knowledge” is defined as ”validated information about rela-

tions between entities in certain contexts”. This knowledge often stems from natural

or social sciences or is a form of expert or world knowledge [vRMB+19].

Incorporating domain knowledge in the feature engineering process also improves the

explainability of machine learning solutions which is an increasing area of concern

for some of its users [RBDG20].

2.7.4 The Process of Feature Engineering

As a whole, the quest for great features is met by finding insightful ways to mean-

ingfully describe the structures inherent in the domain specific data which - together

- best embody the problem sought to be solved. In this process, as the author of an

oft cited article in feature engineering states: ”intuition, creativity and ’black art’

are as important as the technical stuff” [Dom12].

One effective methodology to this end is the development of a Concept Vocabulary

for the problem domain. This approach was effectively demonstrated in [SS05] with

respect to the domain of classifying incoming emails for a customer center. The

method sought to specifically leverage domain-dependent knowledge through the cu-
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ration of a key concept dictionary manually provided by human experts which was

then used to create a concept relation dictionary via an inductive learning algorithm.

This dictionary had three layers, a Concept class, a Key Concept and Expressions.

An example of this from [SS05] is reproduced in Figure 2.13.

Figure 2.13: The Three Layers of the Concept Vocabulary in [vRMB+19]

The implementation took the subject and body text of an email as input and then

classified the email into one of several categories. The researchers noted that this

approach corresponded well with the intuition of operators in the customer center

and as a result gave highly precise ratios in the classification. The methodology was

also highly understandable for everyone involved.

2.8 Summary

This chapter summarized three key dimensions of the email phishing problem:

• The nuances of the phishing event itself;

• The behavioural aspects relating to the fact that emails are efforts in persua-

sion; and

• The aspects of language and linguistics dealing with understanding how per-

suasion and related concepts such as meaning are reflected in language.
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Next, the various approaches to modeling phishing emails were reviewed. This mod-

eling has to date predominantly focused on relatively shallow text-based and non-

text based feature sets and more recently on more ”meaning” or semantic driven

approaches. The literature review provided a number of insights, including the clear

value of meaning based strategies, the continuing challenge of capturing meaning ef-

fectively, and what appeared to be a general lack of considering the domain specific,

and admittedly more nuanced, behavioural and linguistic aspects of email phishing

in classification solutions.

The chapter concluded with an overview of the process of feature engineering and

identified a useful Concept Dictionary based approach to incorporating domain

knowledge into feature engineering.
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Chapter 3

Feature Engineering Methodology

3.1 Introduction

In an effort to build on the work of Falk and Park, this thesis aims to explore se-

mantic aspects of phishing email language beyond merely the ”action” verb + object

combination. This is sought to be achieved by identifying language components in

the text of emails reflective of the various parts of the Persuasion Motivation Se-

quence as explored in the previous chapter, using a Constructions based Concept

Vocabulary focused feature engineering methodology. A summary of the various

steps towards that goal follows.

3.2 Problem Domain Theory

The review summarized in the previous chapter enabled the formulation of the follow-

ing theory towards a broader persuasion language based modeling of phishing emails:

1. Phishing emails are primarily an effort at persuasion.

2. Persuasion is achieved using recognizable persuasion strategies and modalities.
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3. Written persuasion uses a particular kind of language and has identifiable per-

suasion components (the PMS).

4. These persuasive elements are constituted as templatable combinations of lan-

guage snippets (constructions) of distinct types.

5. These types of language snippets are identifiable in the text of the phishing

emails.

6. A Concept Vocabulary based model can be crafted to classify phishing emails

on the basis of the presence of these various constructions in an email.

Based on the research set out in the previous chapter, the following specific language

statements were identified as candidate construction types:

• Statements which seek to capture the attention of the reader.

• Statements to establish authority, or to build familiarity or trust.

• Declarative statements about the sender.

• Declarative descriptions of some problem, state, completed action, benefit or

favour.

• Conditional statements referring to potential consequences.

• Imperative statements which direct some form of action.

• Statements seeking to create a sense of scarcity.

• Statements referring to the reader directly.

• Verbs which embody action.
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• Descriptions or references to things or concepts which are important to the

reader.

• Descriptions of positive or negative outcomes.

3.3 Developing the Concept Vocabulary

The Concept Vocabulary in [SS05] was comprised of three iterative layers: a Concept

Class, a Key Concept and Expressions. In the domain of phishing emails, this

approach is constituted as a layered vocabulary of Constructions, Features and n-

grams. A visualization of the proposed Concept Dictionary is presented in Figure

3.1.

Figure 3.1: The Concept Vocabulary

The methodology towards populating the layers of the Concept Vocabulary is based

on the key engineering ”tracks” set out in [KTTZ05] and the linguistic methodology

followed in [Bro18], and is as follows:

1. Conduct an inspection of the domain corpora and gather candidate language
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snippets reflective of persuasive language and the Persuasion Motivation Se-

quence.

2. Create key concepts by gathering expressions of similar form, with the same

or similar meaning/purpose in the PMS as potential feature sets.

3. Test the utility of identified feature sets and combinations of feature sets in

classifying phishing emails.

4. Revise as appropriate until there is satisfaction that a sufficient number of

important components of the PMS are being captured and classification is

effective.

A summary of each of these steps follows.

3.4 Corpora Examination

A review of several email phishing corpora, more particularly set out in Appendix

A, was conducted. To contrast these corpora with ”regular” emails, the ”Podesta

emails”, a large (57,000+) corpus largely free from phishing emails was also retrieved

and examined.1

The review sought to identify instances of the various types of (templatable) lan-

guage snippets outlined above. This was pursued through a visual inspection of a

large number of emails, as well as a number of searches for word combinations re-

flective of PMS related language.

In an effort to enable an effective comparison of both the phishing and non-phishing

corpora, two representative samples from each corpus was prepared with a size of

1Ironically, this corpus was introduced into the public domain after its owner, John Podesta,
fell victim to a phishing email.
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3,757 and 3,859 emails respectively (the ”Sample Corpora”). The non-phishing set

was reviewed carefully to remove any obvious duplicates or highly similar emails, as

well as to reduce the number of emails reflecting lengthy threads, which were highly

prevalent.2

The key observations and insights gleaned from this process are summarized below.

3.4.1 Sender Identity

At a high level, the senders of emails in the various corpora can be segregated into

two categories:

• Emails from corporate senders, such as banks, retailers, news agencies, service

providers etc.

• Emails from personal contacts of the reader, such as family, co-workers, col-

leagues outside the organization, social network connections, etc.

Emails incorporating Authority based persuasion strategies tend to largely reflect

senders in the first category.

3.4.2 Subject Line Content

In the phishing email corpora, the subject line of the email is often used to draw

attention to the reader. This is done in a variety of ways, but a largely predictable

set of terms is readily discernable. In many instances the exclamation mark is also

used to emphasize the need for attention.

2It is worth noting that the corpora used represented mostly ”business emails” rather than
personal emails. This is helpful given that the primary targets of email phishing are businesses and
their employees.
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3.4.3 Body Length

Most phishing emails appeared to have 3 to 10 substantive sentences. The body

length of a phishing email appeared, on average, to be less than that of the average

non-phishing email. A plot of the body length frequency distribution of the Sample

Corpora (both reduced to n=3,744), confirmed this observation. In general, most

phishing emails had a body character length less than 2,000 characters, with very

few outliers beyond that size. The non-phishing sample included a large segment of

emails having a size well beyond 2,000 characters. See the histogram in Figure 3.2.

Figure 3.2: Sample Corpus Body Length Frequency Distribution (n=3,744 for each
of Phishing and Non-phishing)

3.4.3.1 Very Short Emails

Both corpora contained several very short emails, usually containing only a short

sentence like ”I have attached the document we discussed”, ”Here is a link to that

article”, ”You have received a fax”, and ”Please see the document”. These types of

very short emails are easily discernible as either phishing or not phishing. As a result,
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most researchers will exclude very short emails from any model. Likewise, emails

with bodies containing short sentences were removed from the Sample Corpora.

3.4.4 Term Frequency

Term frequency lists were generated from the Sample Corpora (without any stem-

ming) and examined to identify language snippets consistent with the Domain The-

ory. Over 600 language snippets were identified as potential candidates. The top 20

most frequent snippets are set out in Table 3.1.

As a whole, the distribution of these types of phishing related language snippets

between the two corpora was markedly different, with the phishing corpus having a

much richer overall presence, at almost twice the global incidence rate of the non-

phishing corpus (116,440 versus 62,966).

3.4.5 Bi-gram Analysis

A more fine-grained bi-gram term frequency analysis was also conducted. The goal

of this exercise was to determine if there were any differing types of combinations of

language snippets present in the corpora and if there was a difference in frequency

of such terms. To that end numerous bi-grams were identified and searched for with

regular expression matching searches such as words following ”your”, ”my”, ”our”,

”if you”, ”has been”, etc. The top 20 results for two such searches appear in Table

3.2.
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Table 3.1: The Top 20 Phishing Related Language Snippets in the Sample Corpora

Phishing Emails Non-Phishing Emails

Rank Term Frequency Term Frequency

1 your 16171 is 14532
2 account 9594 your 3796
3 ebay 9531 our 3577
4 is 7051 my 3038
5 paypal 5308 sent 2950
6 our 3694 was 2742
7 bank 2952 i am 1432
8 sent 2718 will be 1297
9 update 2112 you are 1193
10 access 2051 we are 1122
11 online 1853 you have 875
12 was 1839 we have 868
13 privacy 1655 change 803
14 you have 1506 i have 724
15 unauthorized 1328 would be 645
16 my 1289 could be 608
17 notification 1206 we can 603
18 respond 1161 is not 554
19 id 1104 health 520
20 you are 920 update 519

3.4.6 Possessive Terms

In the English language we express the direct state of possession between two persons

or entities (as opposed to ownership by a third person) using only three words: ”my”,

”our” and ”your”. These words have no synonyms and are thus very useful in email

phishing feature engineering. These terms were highly prevalent in the email phishing

corpora, and were often used to refer to a particular action or state of something, as

part of one or more of the components of the Persuasion Motivation Sequence.
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Table 3.2: The Top 20 Results for two Sample Bi-Gram Searches in the Sample
Corpora

”your” + any word words ending in ”ed”
Phishing Non-Phishing Phishing Non-Phishing

Term Frequency Term Frequency Term Frequency Term Frequency

your account 4177 your notification 132 registered 792 need 1224
your paypal 1090 your rsvp 116 limited 714 united 719
your email 478 your address 110 reserved 510 forwarded 673
your notification 376 your browser 85 designated 440 attached 551
your ebay 343 your profile 79 located 414 received 515
your records 307 your help 78 updated 366 wanted 447
your business 269 your support 74 suspended 307 asked 412
your identity 259 your thoughts 73 automated 302 intended 345
your online 245 your email 69 generated 294 wed 312
your personal 244 your name 58 included 288 subscribed 263
your information 224 your time 54 listed 281 used 261
your item 184 your system 53 need 277 based 194
your transactions 174 your inbox 40 unauthorized 272 called 192
your prompt 171 your calendar 29 received 251 needed 181
your patience 162 your family 29 required 251 worked 174
your protection 154 your review 28 united 242 updated 174
your password 149 your mobile 28 originated 241 changed 173
your access 142 your account 27 accessed 236 privileged 170
your billing 134 your own 25 committed 234 interested 158
your preferences 116 your donation 24 answered 234 invited 153

3.4.7 Verbs in the Past Tense and ”State”

Phishing emails often refer to the ”state” of some reader attribute, usually in order

to raise a level of concern in the reader as part of one or more of the persuasion

strategies discussed previously.

Many of these statements are in the past tense3, and identifiable by way of a ”your

+ has been + past tense verb” construction, where in most cases the past tense verb

ends in ”ed”. See Table 3.3 for the results of a ”has been + any word” search within

the Sample Corpora.

It is notable that this ”ed” ending in this ”state” construction is valid irrespective of

3There are some exceptions, such as ”your account is at risk”, but these appear to have a low
frequency.
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the specific past tense used (e.g. Past Simple Passive: The account was compromised ;

Present Perfect Passive: The account has been compromised ; Past Perfect Passive:

The account had been compromised ; or the Past Continuous Passive: The account

was being compromised.)

Table 3.3: The Top 20 Results for ”has been” + any word in the Sample Corpora

”has been” + any word
Phishing Non-Phishing

has been resolved 107 has been a 57
has been reported 64 has been changed 45
has been limited 38 has been canceled 13
has been suspended 26 has been in 12
has been randomly 22 has been the 10
has been used 20 has been an 10
has been sent 16 has been doing 9
has been locked 15 has been responsive 7
has been temporarily 13 has been approved 7
has been flagged 13 has been on 6
has been selected 12 has been so 5
has been restricted 9 has been by 5
has been done 8 has been about 5
has been violated 8 has been sent 5
has been successfully 6 has been reported 5
has been placed 5 has been fighting 4
has been receiving 4 has been to 4
has been temporary 4 has been approached 4
has been finalised 4 has been set 4
has been connecting 3 has been working 4

There is a relatively small set of irregular verbs which do not end in ”ed”, for example

”withheld”, ”lost”, ”spent” and ”withdrawn”, so these were reviewed for relevancy

and frequency manually.4

4There are approximately 200 irregular verbs in the English language. See https://

www.englishpage.com/irregularverbs/irregularverbs.html
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With the high prevalence of simple and common words in these snippets, as well as

the importance of the past tense, it became quite apparent that stop word removal

and stemming of text were potentially detrimental to the goal of capturing at least

some of the various artefacts of the Persuasion Motivation Sequence in phishing

emails.

3.4.8 Use of the Future Tense and ”State”

There was a prevalence of language snippets indicating some future state, usually in

the context of some future impact on the reader if the desired action sought in the

email was not completed by the reader. See Table 3.4 for a comparison of matches

to the search for ”will be” + any word. The presence of ”negative potential impact”

type constructions in the phishing corpus was quite evident. These types of state-

ments were generally absent in the non-phishing data set. The use of the past tense

of verbs to indicate a future state was again observed.

3.4.9 Action Language

”Action language”, for the purpose of this thesis, is language referencing the specific

action sought by the sender. This is clearly a subset of the much larger set of English

verbs. Not every language snippet reflecting an action is ”phishing action” language.

Identifying PMS specific action verbs was done with the assistance of a few revealing

searches. Many of the action verbs found in the phishing corpora followed identifi-

able patterns, such as ”please + verb” or ”you must + verb” and searches of these

patterns was insightful. See Table 3.5 for the top 50 results from a ”please + word”

search in the Sample Corpora.

66



Table 3.4: The Top 20 Results for ”will be” + any word in the Sample Corpora

”will be” + any word
Phishing Non-phishing

will be provided 116 will be in 89
will be suspended 95 will be a 86
will be limited 58 will be able 37
will be deactivated 37 will be held 34
will be required 32 will be on 29
will be forced 31 will be at 26
will be able 26 will be the 26
will be stored 26 will be there 26
will be terminated 25 will be sorry 16
will be restricted 19 will be served 15
will be upgrading 14 will be an 15
will be checking 13 will be leaving 14
will be deleted 12 will be automatically 14
will be allowed 12 will be running 13
will be closed 11 will be here 12
will be effective 10 will be out 11
will be locked 9 will be very 11
will be done 8 will be to 10
will be covered 8 will be available 10
will be notified 7 will be sending 8

A by-product of the ”please” search, was the observation that it occurred slightly

more often in phishing emails (1,388 instances in phishing emails (n=3,757) and

1,047 for non-phishing (n=3,859), but which much less variability than non-phishing

emails. In the phishing corpus there were only 51 unique ”please + word” pairs,

whereas in the non-phishing sample, there were 130 such variations.

There was a significant contrast in the presence of action related language between

the phishing and non-phishing corpora. The emails in the phishing corpora, largely

without exception, sought some sort of action on the part of the reader. The Podesta

emails were much more ”informational” in nature, with most emails not containing

any explicit overture to some sort of desired action like that invariably sought in
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Table 3.5: The Top 50 Results for ”please” + any word in the Sample Corpora

”please” + any word
Phishing Non-phishing

please click 186 please log 131
please be 163 please notify 84
please help 155 please let 70
please take 140 please send 63
please visit 129 please contact 61
please understand 97 please add 60
please contact 76 please click 49
please review 53 please do 45
please follow 44 please visit 38
please do 35 please https 36
please use 32 please advise 28
please access 24 please delete 19
please go 23 please find 18
please sign 19 please go 16
please login 18 please call 16
please disregard 16 please email 15
please call 16 please review 15
please ignore 16 please get 15
please update 15 please rsvp 13
please confirm 15 please use 13
please become 13 please reply 10
please tell 11 please take 10
please verify 10 please feel 9
please let 9 please immediately 8
please provide 9 please follow 7
please check 7 please be 7
please read 5 please tell 6
please immediately 5 please note 6
please notify 4 please respond 6
please mail 4 please keep 6
please reconfirm 4 please http 5
please enter 4 please see 5
please send 4 please know 4
please try 4 please e 4
please delete 3 please make 4
please pay 2 please reach 4
please email 2 please help 4
please don 2 please consider 4
please log 2 please shout 3
please please 1 please sign 3
please start 1 please treat 3
please www 1 please say 3
please know 1 please forward 3
please spare 1 please meet 3
please launch 1 please join 3
please authenticate 1 please destroy 3
please act 1 please stay 3
please begin 1 please unsubscribe 3
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phishing emails. Where such overtures were present, they usually occurred as the

result of an information exchange or a desire to share information (which in turn

was usually not directly related to an attribute of the reader). In general, observa-

tions were consistent with those of [Bro18] that requests for action in regular emails

constitute themselves in a more polite and indirect manner.

Where action was sought in the emails in the phishing corpus, these overtures can

be divided into three distinct categories:

• Requests to click a link in the document, usually to access information refer-

enced in the email, connect to a login page, or access a document stored in the

cloud.

• Requests to open an attachment attached to the email.

• Requests to respond to the email. This category, although much less prevalent,

and less immediately risky to the user’s computer or network, is also a serious

threat as these types of requests are in many cases the first step in building a

relationship for exploitation in a more intricate social engineering effort such

as a spear phishing based attack or BEC.

3.4.10 The Word ”please”

As noted above, the word ”please” is highly prevalent in both phishing and non-

phishing corpora. It is used to express a polite wish or request and thus may be used

as part of the underlying Persuasion Motivational Sequence.

3.4.11 Reader Attributes

There was a high prevalence of reader attributes: terms identifying things or con-

cepts of import to the reader. As noted previously, in phishing emails these are often
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referenced using direct ”your” based statements. Prevalent nouns following ”your”

are set out in Table 3.2. The high frequency of ”your” generally is evident in Table

3.1. It was the most prevalent language snippet identified.

As is evident from the searches for words following ”will be” (see Table 3.4) and ”has

been” (see Table 3.3), many of these are verbs indicating some sort of state change

with respect to what appeared to be similar types of attributes. To explore in more

detail what was being referred to, a number of searches were done to identify words

preceding those and similar terms. The top 50 search results for two such searches

are set out in Table 3.6.

3.4.11.1 Deriving the Attribute Feature

Language relating to the attributes of interest to the email reader appeared impor-

tant in the persuasion based analysis of phishing emails. These types of attributes

are not always explicitly stated, but when they are, it is what gives force to the other

components in the Persuasion Motivation Sequence. It and some referenced state

change or ”danger” with respect to it, in many cases provide the ”why” behind the

action sought by the phishing email.

In order to curate a list of n-grams for this feature, the following process was adopted:

1. A general term frequency list was generated and nouns which constituted at-

tributes and had a relative high frequency (compared to non-phishing), were

added to a candidate list.

2. Various searches were conducted for noun presence in language patterns where

attributes were likely to be referenced, such as matches for ”your” + word,

word + ”will be”, word + ”has been”, word + ”have been”, etc.
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Table 3.6: The Top 50 Results for Any Word + ”has been” and ”will be” in the
Sample Corpora

any word + ”has been” any word + ” will be”
Phishing Non-phishing Phishing Non-phishing

account has been 211 event has been 60 account will be 158 it will be 135
issue has been 107 it has been 36 you will be 112 i will be 133
access has been 36 she has been 28 information will be 104 we will be 104
item has been 9 that has been 26 we will be 72 there will be 67
it has been 8 he has been 24 features will be 54 you will be 57
this has been 8 there has been 16 it will be 51 she will be 45
instruction has been 7 who has been 15 and will be 35 and will be 40
email has been 5 clinton has been 14 ebay will be 33 this will be 39
message has been 4 sanders has been 12 below will be 19 he will be 24
department has been 4 department has been 12 verification will be 8 that will be 23
you has been 4 and has been 11 listings will be 6 they will be 21
union has been 3 hrc has been 9 funds will be 6 who will be 19
ebay has been 3 this has been 8 transaction will be 5 which will be 17
profile has been 3 which has been 7 i will be 5 collected will be 16
block has been 3 what has been 7 money will be 4 event will be 14
data has been 2 life has been 6 of will be 4 meeting will be 13
process has been 2 group has been 5 accounts will be 4 shipping will be 11
banking has been 1 work has been 5 that will be 4 session will be 9
services has been 1 response has been 5 case will be 3 lunch will be 9
identity has been 1 outcry has been 4 upgrade will be 3 hrc will be 8
door has been 1 approach has been 4 online will be 3 gabe will be 8
acount has been 1 campaign has been 4 services will be 3 emily will be 8
and has been 1 amanda has been 4 strike will be 3 team will be 7
bank has been 1 staff has been 4 system will be 3 prices will be 7
tfcu has been 1 email has been 4 card will be 2 transportation will be 6
card has been 1 biden has been 4 us will be 2 message will be 5
number has been 1 nancy has been 4 br will be 2 classes will be 5

katherine has been 4 which will be 2 clinton will be 5
recovery has been 3 database will be 2 information will be 5
draft has been 3 access will be 2 names will be 5
schedule has been 3 patience will be 2 hillary will be 5
say has been 3 order will be 2 call will be 5
committee has been 3 item will be 2 guests will be 5
nothing has been 3 amazon will be 2 but will be 4
benghazi has been 3 australia will be 2 group will be 4
data has been 3 update will be 1 candidate will be 4
activities has been 2 then will be 1 tickets will be 4
hillary has been 2 this will be 1 calculations will be 4
vote has been 2 one will be 1 status will be 4
requirement has been 2 address will be 1 discussion will be 4
p has been 2 platform will be 1 polls will be 4
everyone has been 2 mail will be 1 refreshments will be 4
proposal has been 2 request will be 1 what will be 4
successor has been 2 business will be 1 hope will be 4
trump has been 2 provide will be 1 so will be 4
degree has been 2 banks will be 1 center will be 4
christine has been 2 limit will be 1 us will be 4
one has been 2 payment will be 1 myself will be 4
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3. The candidate list was then reviewed and obvious non-attribute terms removed.

3.4.12 Authority Language

Phishing emails contain a good deal of language which is authoritative in nature.

Use of the word ”we” together with some verb with pejorative potential (”force) is

prevalent. For example ”we have determined”. These types of constructions were

usually found early (usually in the first sentence) in the body of emails, and appeared

to be employed to immediately state some sort of state of concern or interest to the

reader, from a power based perspective.

3.4.13 Other Observations

As a whole, phishing emails contain various degrees of other language features which

also contribute to some degree to the persuasive effort at hand:

• Negative directive statements, such as ”do not”, ”don’t ignore” etc. are often

present.

• There are often references to ”temporal” language such as ”immediately”, ”act

now” etc., usually in an apparent effort to support a sense of urgency.

• Imperative language, such as ”you must”, ”you will”, as referred to above, are

generally prevalent.

• References to some detrimental consequence to the reader (or a reader at-

tribute) of some sort are usually included, or implied.

3.5 Differences Between the Corpora

The review summarized in this Chapter also revealed some more general differences

between the phishing and non-phishing corpora, which deserve being mentioned.
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3.5.1 ”Transmitted Meaning Complexity”

Differences were noted in the language complexity between phishing and non-phishing

emails which deserve some discussion. One might use the term ”transmitted mean-

ing complexity” to describe the depth of expressed language in the emails, i.e. the

extent to which the reader needs to corral a ”semantic” or even ”pragmatic” lens

in order to fully capture the meaning expressed by the sender. As a whole, the

contrast in the scope of transmitted meaning communicated, as between phishing

and non-phishing emails, was notable. Where the Podesta emails varied greatly in

their subject matter, topic depth, and as a result sentence structure, the phishing

emails were generally quite predictable in the various forms of transmitted meaning

employed. This observation was bolstered by the results from the various searches.

Phishing emails had a high prevalence with low variability of terms, whereas the

non-phishing emails has lower prevalence and higher variability of results.

Interpreting the language in phishing emails is generally not a complex literary exer-

cise. This observation provided comfort that a model based on the more rudimentary

aspects of language was appropriate for the phishing email classification problem, and

that gathering a large set of persuasion related language snippets would adequately

cover the persuasion language used in phishing emails generally.

3.5.2 Conversation Threads

Many emails in the Podesta corpus include threads of prior emails, as the result of a

conversation carried on by email. This pattern was completely absent in the phishing

emails reviewed.
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3.6 Feature Identification and Curation

The corpora review confirmed that phishing emails contained identifiable language

snippets of the types set out at the beginning of the Chapter. In excess of 600

instances of these language snippets were gathered by way of examining the available

phishing email corpora, and initially grouped as candidate feature sets, based on

these types. These candidates were then reviewed and pruned using the following

criteria.

3.6.1 Criterion for Feature Curation

The articulation of a particular feature was driven by a single criterion: is this

feature set an atomic component having a pattern and common meaning, which is

an identifiable and distinct segment of the PMS of a phishing email?

3.6.2 Criteria for Language Snippet (n-gram) Selection

The inclusion of a particular n-gram in a feature set was determined using two

criteria:

1. Is the snippet functionally consistent with the ”role” (form/meaning) of the

function set?

2. Is the snippet sufficiently unambiguous to belong to the identified feature set?

3.6.3 Iterative Refinement

At various points versions of feature sets and their constituent n-grams, as well as

various combinations of them, were tested to assess their ability to classify between

phishing and non-phishing emails. This resulted in the elimination of several candi-

date feature sets and the removal of a number of candidate n-grams in others.
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3.7 Summary

This chapter summarized the feature engineering methodology implemented and key

insights gained from an examination of various corpora towards that goal. The next

chapter describes the persuasion focused features derived by that effort.
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Chapter 4

A Semantic Persuasion Model

4.1 Introduction

The outcome of the feature selection process summarized in the previous chapter was

the identification of 13 features suitable for modeling persuasion in phishing emails.

Each feature has an associated curated n-gram term list, ranging in size from three

words for one feature to 121 n-grams for the largest feature. The total number of

n-grams used in the model is 441.

The features are summarized below.1

4.1.1 AlertTerm

These are terms which seek to imbue the reader with a sense that the message

deserves priority attention, sometimes because the state of a certain something is

not as it should be, artefacts of which may be found close to an AlertTerm. Many

instances of these terms have an appended ”!” in an apparent effort to amplify the

need for attention prioritization. Most of these are constituted as single words and

1The names of the features follow the naming conventions for Classes in the Java programming,
given that Java was used to implement these features in Phishalyzer, the processing pipeline.
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appear in the subject line of a phishing email, but are also often repeated again in

the body as well. Examples are:

• attention

• alert

• urgent

• critical

• action required

AlertTerm are often accompanied by an AttributeTerm and a PossessiveTerm.

4.1.2 SenderActionVerb

These short bi-grams reflect a tense agnostic personal action or state on the part of

the sender. Examples are:

• I have

• We advise

• I regret

This feature is often found with an ActionVerb in a sentence.

4.1.3 TenseStateVerb

These verb based n-grams reflect or refer to some recent action - sometimes by, on

behalf of, or observed by the sender of the email - in relation to some object. In

phishing emails, the object of the n-gram is often some attribute of importance to

the reader (see AttributeTerm below). Examples are:

• has been

• has not been

• could not be
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4.1.4 ActionStateVerb

These are past-tense versions of verbs depicting some state change, which in the case

of phishing emails is often associated with an attribute of interest to the reader. This

feature has a large list of n-grams. Examples are:

• accessed

• cancelled

• identified

• locked

4.1.5 PersonalActionTerm

These are personalized n-grams intended to specifically articulate that certain action

is required, or appropriate, on the part of the reader. Examples are:

• you must

• you should

• could you

The term ”please” is very often placed immediately before or after a PersonalAc-

tionTerm.

4.1.6 ActionVerb

These are specific, instructive, and often infinitive verb form based n-grams, identi-

fying the specific action desired from the reader in phishing emails. Some of these

include observed modifiers such as ”on” and ”the”, as the simple form appeared too

general and ambiguous. Examples are:

• click on

• open the
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• update

• log on

• view the

This feature may be followed by an AttributeTerm.

4.1.7 PossessiveTerm

This feature is only comprised of the three terms ”your”, ”my” and ”our”. As

previously noted, none of these terms have a synonym and their use is limited to the

purpose of articulating ownership of something. Given that many phishing emails

make appeals based on some undesirable state of some attribute, these terms are

often found in phishing emails with an instance of AttributeTerm.

4.1.8 AttributeTerm

These usually single word terms reference some attribute of importance to the reader,

with respect to the state of which some action on the part of the reader is sought in

phishing emails. Attributes are diverse and include material things such as ”package”

as well as more intangible things commonly referenced or implied with such words

as ”spending” or ”financial”.

Examples are:

• account

• financial

• ticket

• package

• identity

• date of birth

• spending
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4.1.9 AuthorityTerm

The concepts of authority, threat and fear are semantically connected. There is no

fear without a perceived threat, a threat loses much of its gravitas if there is no fear,

and a threat without authority (i.e. ability to follow through) has no potency. In light

of this, various language snippets which seek to embody these various dimensions of

the same idea were combined into one feature. This set comprises n-grams which

explicitly state or imply/infer (weakly or strongly) some consequence for the reader

for not following the desired action articulated or implied by the sender.

Authority terms are often found in the concluding parts of phishing emails in an

effort to (re-)emphasize to the reader the importance of acting. Examples are:

• unless you

• if we do not

• you fail to

• is required

• be advised that

• if you choose to ignore

4.1.10 TemporalTerm

Many phishing emails seek to convey the need for immediate action as soon as the

reader has seen and read the email. Many thus use language which has temporal

dimensions, usually referring to deadlines for action, correction or consequences, as

well as to emphasize scarcity. This feature seeks to capture n-grams which reflect

this time-pressure purpose. Examples are:

• as soon as possible

• on or before

• immediately

80



4.1.11 FutureImpactTerm

There are a number of distinct n-grams conveying the potential or reality of some

impact or effect in the future. A threat may be conveyed on the basis of these n-grams

alone, or in combination with a further state based term. The FutureImpactVerb

below, although similar, does not have this property. Examples are:

• can result in

• may impact

• may cause

• will halt

It appeared impractical to reduce some of these to merely ”will” or ”may” given the

high prevalence of those words in English language use generally. The key use of

this feature seemed to be its combination with an instance of the ActionStateVerb

feature.

4.1.12 FutureImpactVerb

This feature reflects a threat agnostic reference to some state change of something

which precedes it by way of the infinitive verb that follows it. Examples are:

• can be

• would be

• should not be

The feature is usually found with a ReaderAttribute and/or an ActionStateVerb.

4.1.13 PleaseTerm

As discussed in the last chapter, the word ”please” plays a role in persuasion and

there are some differences in its presence between the phishing and non-phishing

corpora.
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4.2 Interplay with Persuasion Motivation Sequence

A graphical representation of the features and their primary interplay with the com-

ponents of the Persuasion Motivation Sequence is presented in Figure 4.1.

Figure 4.1: Primary Feature Interplay with the Persuasion Motivation Sequence

4.3 A Related Language Feature: EmailSize

As noted there was a notable difference in the average length of phishing and non-

phishing emails. Although not a direct indication of persuasion in the language, this

aspect might be helpful in separating between phishing and non-phishing emails in

certain cases and might also serve to help explore the utility of combining persuasion

based features with other features in emails.

The feature is represented as an integer value denoting the character length of the

body of the email.
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4.4 Discarded Candidate Features

As noted in the previous chapter, a number of candidate features which appeared

promising at first, were discarded as a result of the iterative feature engineering

process. A brief discussion with respect to a few of the more interesting candidates

follows.

4.4.1 AlertTermInSubject

There appeared to be a notable use of AlertTerm instances in the subject line of

phishing emails. In most cases, the same term was also repeated in the body of

the email. The separation of the presence of these terms between the subject line

and body text, by way of distinct features, appeared to not matter. They were thus

combined to provide a stronger AlertTerm signal as a whole.

4.4.2 SocialMediaTerm

A long list of social media related terms was curated. These were very specific and

not readily conformable to the persuasion based approach pursued, and were hard

to accommodate into the PMS. In addition, this feature might end up confusing the

model by mis-classifying email notifications from social media providers (which also

use persuasive strategies to entice their users to check their profile, etc.) as phishing.

Given that, as well as the general focus on ”business” emails, these were excluded.

It may be possible to conduct additional analysis into how phishing email attacks

are perpetrated along the social media vector in the business environment, to inform

the curation of better features for that use case.
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4.4.3 CorporateTerm

A long list of corporate related language, including corporate entity names, was sub-

stantially trimmed and folded into the AttributeTerm and AuthorityTerm features,

after realizing that the persuasive aspects of these language snippets were more ef-

fectively covered under those features.

4.4.4 EmploymentAttributeTerm

Given the high prevalence of employment and income related terms generated by the

initial review, a category for these had initially been kept separate. These terms were

later combined with the general AttributeTerm feature to enable better modeling on

the basis of the general reader attribute role of these terms in the PMS.

4.4.5 EmotiveTerm

In light of some of the ”softer” persuasion strategies which do not rely on an au-

thority or scarcity based paradigm, a number of terms expressing emotive language

(”happy”, ”pleased”, etc.) were initially identified as candidates. These were dis-

carded as these terms were also widely present in the non-phishing corpus, and

therefore did not appear to add any meaningful horsepower to the model.

4.4.6 Persuasion Strategy Candidates

An effort was undertaken to seek to distinguish among differing persuasion strategies

based on the language used with the goal of developing some identifiable taxonomy.

After an extended effort to find patterns in the emails concordant with such an ap-

proach, as well as an effort to frame out a potential ontology, it became clear that

this approach was not workable. This was for two primary reasons. First, the candi-

date artefacts identified were too specific. Phishing emails tend to combine various
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persuasion strategies in their efforts to persuade, creating a ”persuasion artefact

patchwork”. It is easy to see the persuasion artefacts in the emails, but it is difficult

to clearly trace these back to separate persuasion strategies to enable classification

on such a fine-grained basis.

The better approach is the general persuasion based feature engineering approach

reflected in this thesis and the use of machine learning to demonstrate its efficacy.

4.5 Constructions

Using the 13 features described above, several email phishing domain specific, and

more complex constructions can be readily identified. Three simple examples are

set out below. This provided comfort that the selected features could reflect more

complex persuasion constructions and that a machine learning algorithm could assist

further in finding signature combinations of these features in phishing emails, in a

manner similar to that achieved with identifying causation in [DLC17].

4.5.1 Example 1

A SenderActionVerb followed by an ActionStateVerb, such as ”we have suspended”,

occurs quite often in phishing emails particularly those with an authoritative bent,

to clearly indicate to the reader that the sender has identified a certain state, with

which the reader needs to be concerned for one reason or another.

4.5.2 Example 2

A PersonalActionTerm followed by an ActionVerb, such as ”you must update”, con-

stitutes a clear imperative directive statement to the reader.

85



4.5.3 Example 3

PersonalActionTerm is often followed by TemporalTerm in phishing emails. For

example ”respond as soon as possible” or ”download immediately”.

4.5.4 Feature Co-occurence

The curated features are postulated to be the building blocks of the persuasive com-

ponents of the Persuasion Motivation Sequence. They should thus naturally occur

together if they are used towards a persuasive purpose. In order to gain some insight

into how the proximity of certain features within an email’s text might correlate with

its ”phishiness”, and thus confirm that these features provided a usable ”phishiness

signature”, a feature co-occurrence analysis was undertaken on the Sample Corpora.

A first analysis examined whether a feature co-occurred with another feature imme-

diately before it or after it, once extracted from an email. A 3-D rendering of this

co-occurrence for phishing emails is set out in Figure 4.2. A similar rendering for

non-phishing emails is set out in Figure 4.3.

It is evident that PossessiveTerm and AttributeTerm have significant co-occurrence

with each other, as well as with ActionVerb. In the non-phishing corpus, the more

generic TenseStateVerb has a high co-occurrence with itself as well as several of the

other features. This is likely the result of these types of n-grams being found several

times in large segments of normal text. A co-occurrence analysis of the much larger

Podesta corpus generated a very similar signature. See Figure 4.4.

A second analysis explored the prevalence of 3 feature combinations together in the

corpora. This analysis revealed a marked difference in the feature sequences preva-

lent in the phishing emails versus the non-phishing emails. Within the top sequences
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Figure 4.2: Sample Corpus Phishing
Email Feature Co-occurrence

Figure 4.3: Sample Corpus Non-
Phishing Email Feature Co-
occurrence

Figure 4.4: Podesta Corpus (Non-Phishing) Email Feature Co-occurrence

found in the phishing corpora, a number of clear constructions are evident. 4.1 sets

out the top 10 3-feature sequences found in the phishing corpora, together with some

examples of the types of constructions these feature combinations embody. The fre-

quency of these in the phishing and non-phishing parts of the Sample Corpora is

also set out. The contrast in frequency is evident.

This provided comfort that the identified features would enable classification be-

tween phishing and non-phishing emails.
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Table 4.1: Top 10 Constructions Evident in the Sample Phishing Corpora

Rank Feature Combination Phishing Non-Phishing Example

1 ActionVerb + PossessiveTerm + AttributeTerm 4027 242 [you can] update your password

2 AttributeTerm + ActionVerb + PossessiveTerm 1761 97 [to access your] account restore your . . .

3 PossessiveTerm + AttributeTerm + TenseStateVerb 1661 317 your account has been . . .

4 ActionStateVerb + PossessiveTerm + AttributeTerm 1634 209 . . . cancelled your creditcard

5 AttributeTerm + TenseStateVerb + ActionStateVerb 1491 272 payment has been blocked

6 PossessiveTerm + AttributeTerm + ActionVerb 1211 101 your password [is there to] protect you

7 PossessiveTerm + AttributeTerm + PersonalActionTerm 1003 78 [to view] your reimbursement you can

8 ActionStateVerb + AttributeTerm + PossessiveTerm 883 38 login [to the] account [with] your

9 TenseStateVerb+ PossessiveTerm + AttributeTerm 861 206 [this] could be your information

10 AlertTerm + PossessiveTerm + AttributeTerm 855 21 attention, your document [is ready]

4.6 Implementation

The implementation of the model was done in two phases. Phase 1 involved the

conversion of the corpora into data sets of email instance feature information for

further processing, using the Phishalyzer pipeline developed for this thesis project.

Phase 2 involved additional data preparation and testing of various machine learning

based approaches on the test data. A high level visual representation of the imple-

mentation work flow is set out in Figure 4.5.

Additional technical details of the implementation are set out in Appendix B.

4.7 Summary

This chapter summarized the 13 persuasion focused features curated using the feature

engineering methodology set out in the previous chapter. It also briefly outlined
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Figure 4.5: High Level Workflow Overview

the implementation process, more fully described in Appendix B. The next chapter

summarizes and offers an analysis and discussion of the results obtained.
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Chapter 5

Results and Discussion

5.1 Introduction

The efficacy of the identified features in classifying phishing emails was tested using

a machine learning approach.

Machine learning can be defined as the process of solving a practical problem by

gathering a data set and algorithmically building a statistical model based on that

data set which answers the question posed by the problem [Vem20].

The problem of distinguishing between a phishing and non-phishing emails is a bi-

nary classification type problem where a yes/no answer to the question ”is this a

phishing email” is sought to be produced by the model.

The usual approach in binary classification is the generation of a data set of labeled

instances, with each instance’s features reflected by way of a numeric feature vector.

An example email, marked up with identified features, from which such a feature

count vector is derived, is presented in Figure 5.1.
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Figure 5.1: An Example Phishing Email Marked Up With Features

The data set is then split into a training set and a test set, usually at a ratio of

80/20 or 70/30. The machine learning algorithm is applied to the learning set and

the efficacy of the generated model determined by its success in classifying the test

set.

As is evident from the literature review, several supervised machine learning algo-

rithms are often used in binary classification problems generally, and phishing email

classification specifically. The ones most prevalent in the papers cited were selected

for testing, and are briefly summarized below.
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5.2 Classification Algorithms Selected

5.2.1 Näıve Bayes

Näıve Bayes is a fast classification algorithm based on Bayes’ Theorem1 which de-

scribes the probability of an event given prior knowledge of conditions that might

be related to the event. In the context of machine learning a Näıve Bayes classifier

considers every feature as contributing independently to the probability of an event,

that is, without any consideration of any correlations between them. This is of course

not always the case, hence the ”Näıve”. It is thus generally less effective in generat-

ing good models where inter-feature connections are important to the problem being

modeled.

5.2.2 Logistic Regression

A Logistic Regression algorithm seeks to find a regression function (a sigmoid or

”S” curve) which optimally separates the feature data along a binary outcome (e.g.

yes/no), by assigning weights to each of the various features. Logistic Regression

works well if there are no outliers in the data and where there is little correlation

among the features.

5.2.3 J48 Decision Tree

In a decision tree the training data is split (or branched) along the feature values

using a tree structure. Features which seem to split the data the best (a property

which is usually referred to as the ”split quality”), appear at the top and those which

add less to the mix are lower in the tree. At a branch, a threshold value for how the

feature contributes to the classification is determined. New nodes are added in this

manner to refine the classification and once a node resolves to one of the classification

1https://en.wikipedia.org/wiki/Bayes%27 theorem
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states, no further nodes are added. Decision trees are easy to interpret but are more

susceptible to the influence of outliers.

5.2.4 Random Forest

A Random Forest algorithm uses multiple decision trees (hence the forest) that

operate as an ensemble. In essence each of the trees generates a prediction based

on the feature values, and the prediction with the highest prevalence constitutes the

classification. Different trees are generated by allowing each tree to sample differing

feature data from the data set. This approach of using many trees to generate a result

as a ”committee” outperforms single instances of decision trees in many instances.

5.2.5 Support Vector Machine

The Support Vector Machine (SVM) is widely used in pattern recognition and clas-

sification problems. It seeks to find a ”hyper plane” of a dimension less than the

dimensions of the feature set (i.e. the number of features) which optimally separates

feature values according to the classification outputs. SVMs are memory-intensive,

hard to interpret, and difficult to tune.

5.2.6 Metrics

Machine learning model efficacy for classification problems is usually assessed using

the Precision and Recall metrics, as well as the F1 Score2, all of which are calculated

from the following result categories:

1. True Positives (TP): The number of correct positive classification predictions.

2. True Negatives (TN): The number of correct negative classification predic-

tions.

2https://en.wikipedia.org/wiki/Precision and recall
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3. False Positives (FP): The number of incorrect positive classification predic-

tions that should have been a negative.

4. False Negatives (FN): The number of incorrect negative classification pre-

dictions that should have been a positive.

The TP, TN, FP and FN numbers from a particular prediction effort are generally

displayed as a Confusion Matrix:

∣∣∣∣∣∣∣
TP FP

FN TN

∣∣∣∣∣∣∣
The obvious goal is to reduce FN and FP as much as possible.

5.2.6.1 Precision

The Precision metric is calculated as follows:

Precision =
TP

(TP + FP )
(5.1)

Given that the numerator is the total number of instances predicted as positive,

improving Precision is helpful if the cost of false positives is high.

5.2.6.2 Recall

The Recall metric is calculated as follows:

Recall =
TP

(TP + FN)
(5.2)

Given that the numerator is the total number of both positive and negative instances

predicted correctly, improving Recall is useful when the cost of false negatives is high.
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5.2.6.3 The F1 Score

The F1 Score seeks to find a balance between Precision and Recall, particularly in

cases where the real world incidence rate for the problem has a large number of

actual negatives. The F1 score is calculated as follows:

F1 = 2 ∗ Precision ∗Recall

(Precision + Recall)
(5.3)

5.2.6.4 Accuracy

A general overall Accuracy score is also sometimes helpful. Accuracy is calculated

as follows:

Accuracy =
(TN + TP ) ∗ 100

(TP + TN + FP + FN)
(5.4)

5.2.7 Test Corpus

For the purpose of testing, a representative sample corpus (n=7,616) was prepared,

made up of a cross section (n=3,757) of all the phishing emails, combined with a

random sample (n=3,859) of non-phishing emails from the Podesta Emails. Feature

count vectors were generated for all individual email instances in the sample corpus

which were then also labeled as being either phishing or non-phishing, using the

Phishalyzer application.

5.3 Classification Based on Feature Cardinality

A set of modeling experiments were completed by importing the data sets into several

Jupyter Notebooks and applying the selected machine learning algorithms. A 70/30

training/test split of the data set was employed.
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5.3.1 Test Corpus Feature Correlation

Given that several of the machine algorithms perform better if features are not

substantively correlated, a feature correlation analysis of the data set was performed.

This confirmed that there were no directly or significantly correlated features. See

the correlation matrix in Figure 5.2.

Figure 5.2: Test Corpus Feature Correlation Matrix

5.3.2 Classification with All Language Features

The combination of all 13 language specific features, i.e. excluding EMailSize, gener-

ated accuracy results between 76.890 (Näıve Bayes) and 87.462 (Random Forest) for

the Test Corpus. The J48 Decision Tree generated significantly more False Positives,

where Näıve Bayes generated significantly more False Negatives. The overall results
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of these tests are summarized in Table 5.1

Table 5.1: Metrics for ”All Language Features” Models

Algorithm TP FP FN TN Precision Recall F1 Accuracy

Näıve Bayes 902 73 303 349 0.925 0.749 0.828 76.890
J48 Decision Tree 820 155 151 501 0.841 0.844 0.843 81.192
Logistic Regression 892 83 184 468 0.915 0.829 0.870 83.589
Support Vector Machine 923 52 184 468 0.947 0.834 0.887 85.495
Random Forest 917 58 146 506 0.941 0.863 0.900 87.462

5.3.2.1 Feature Importance

In order to gain some insight into the relative importance of the features in the con-

text of the Random Forest algorithm, a feature importance analysis was performed.

This revealed that AttributeTerm, TenseStateVerb, and PossessiveTerm play a ma-

jor role in the classsifation. See Figure 5.3.

This was consistent with the results of the co-occurrence analysis previously con-

ducted, and provided support for the conclusion that the identified features are

capable of constituting themselves as the potential constructions identified in that

analysis.

In addition, they appear to provide a degree of ”explainability” in that features repre-

senting components of the Persuasion Motivational Sequence are useful in classifying

between phishing and non-phishing emails.
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Figure 5.3: RF Feature Importance Analysis Results (All Language Features)

5.3.3 Classification without AttributeTerm

In an effort to gain additional insight into the relative role of AttributeTerm, mod-

eling was pursued without that feature for all algorithms. This removal did degrade

performance slightly for Näıve Bayes and by about 3 to 4 points for the other algo-

rithms. The prediction results for this test are set out in Table 5.2.

Table 5.2: Metrics for ”All Language Features” Models Without AttributeTerm

Algorithm TP FP FN TN Precision Recall F1 Accuracy

Näıve Bayes 882 61 309 258 0.935 0.741 0.827 75.497
J48 Decision Tree 782 161 171 396 0.829 0.821 0.825 78.013
Logistic Regression 845 98 226 341 0.896 0.789 0.839 78.543
Support Vector Machine 892 51 226 341 0.946 0.798 0.866 81.656
Random Forest 858 85 163 404 0.910 0.840 0.874 83.576
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5.3.3.1 Feature Importance

The relative feature importance for this feature set (without AttributeTerm present)

within the Random Forest model was again determined. A graph displaying the

rankings of the remaining features is presented in Figure 5.4. Five of the 12 features,

TenseStateVerb, PossessiveTerm, ActionStateVerb, AlertTerm and ActionVerb now

contribute well over 60 percent to the classification.

Figure 5.4: RF Feature Importance Analysis Results (All Language Features without
AttributeTerm)

5.3.4 Adding the EmailSize Feature

As previously discussed, the EMailSize feature was added as a non-language feature

with the expectation it might be useful to separate edge cases on the premise that

longer emails are more likely to be legitimate, and as a way to test the utility of

combining a persuasion language based model with non-text features.
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Adding the EmailSize feature to the model did improve results by a few additional

points, compared to the data set comprised of all language features (including At-

tributeTerm). The prediction results for these 14 features together is set out in Table

5.3.

Table 5.3: Metrics for the All Language Features Models and EMailSize

Algorithm TP FP FN TN Precision Recall F1 Accuracy

Näıve Bayes 1009 86 308 461 0.921 0.766 0.837 78.863
J48 Decision Tree 965 130 137 632 0.881 0.876 0.878 85.676
Logistic Regression 954 141 122 647 0.871 0.887 0.879 85.891
Support Vector Machine 1053 42 174 595 0.962 0.858 0.907 88.412
Random Forest 1045 50 113 656 0.954 0.902 0.928 91.255

5.3.4.1 Feature Importance

A feature importance analysis for this data set was also conducted and confirmed

AttributeTerm as still the primary driver, with EMailSize and TenseStateVerb, and

to a lesser degree the single word ”please”, being also important features. The word

”please” appears to be somewhat more important in the presence of EmailSize. See

Figure 5.5.

It is notable that the interplay of AttributeTerm and TenseStateVerb is consistent

with the types of constructions anticipated in the co-occurrence analysis at the end

of Chapter 4.
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Figure 5.5: Random Forest Based Feature Importance Analysis Results (All Features
+ EMailSize)

5.3.5 Optimizing the Random Forest Classification

The above efforts pointed to the Random Forest algorithm as the best candidate for

modeling based on the selected feature sets. An effort to optimize the implementa-

tion for this algorithm was thus pursued.

Optimizing the results from a particular algorithm strategy can be achieved by seek-

ing to tune the various parameters for the model provided by the API, in this case

SciKitLearn. This can be automated with a script which tries a large set of random

permutations within a range of various input parameters. See Figure 5.6 for a short

Python script to that effect.3

This strategy improved Accuracy to 91.577 using the following algorithm parameters:

3Adapted from https://towardsdatascience.com/hyperparameter-tuning-the-random-
forest-in-python-using-scikit-learn-28d2aa77dd74
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Figure 5.6: Example Random Forest Parameter Optimization Script using the Sci-
KitLearn Cross Validation Model

’bootstrap’: True, ’max_depth’: 20, ’max_features’: 4,

’min_samples_leaf’: 1, ’min_samples_split’: 2, ’n_estimators’: 1500

.

A summary of the results from the optimization effort for the three different data

sets is set out in Table 5.4.

Table 5.4: Metrics for Optimal Random Forest Models for Various Data Sets

Data set TP FP FN TN Precision Recall F1 Accuracy

No AttributeTerm 862 81 162 405 0.914 0.842 0.876 83.907
All Language 920 55 143 509 0.944 0.865 0.903 87.830
All and EmailSize 1045 50 107 662 0.954 0.907 0.930 91.577

102



5.4 Classification with Feature N-grams

To gain insight into how well the identified 13 features constituted an effectively

classified abstraction of the various types of n-grams identified, a classification based

solely on the presence of the individual feature n-grams was conducted. To that

end, another data set comprised of a concatenated sequential string representation

of each email’s n-grams was generated using the Phishalyzer application. A sample

n-gram from each type of email is provided for illustration:

phishing_1220,1,account alert discovered unusual activity

your account unauthorized unauthorized your we have temporarily

suspended account verify you will will not be debit account you

need to please as soon as possible your let us know account was

your find online online review verify account your account number

podesta_006250,0,is would be sent my you have please please i

am sent update will be closed your regularly sent you are currently

assistance please your as soon as possible will be regularly

please form your is will be chance enrolled may result in your

your patience your sent

These n-gram sequences were imported into a Jupyter Notebook and then converted

to numeric input, usable by the machine learning algorithms, using three different

vectorizers:

• A count vectorizer, which counts the number of times a token shows up in the

document and uses this value as its weight (essentially the same approach used

in vectorizing the features for the testing in the previous section).

• A hashing vectorizer, which uses a hash function to directly map n-grams to

their frequency.

• A TF-IDF vectorizer, which assigns a weight to an n-gram depending on its

frequency in the email and its prevalence in the data set generally.
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A 70-30 training/test distribution was again used. The results from these tests are

set out in Table 5.5. The classification accuracy improved by 4 to 6 percent for all

algorithms used.

Table 5.5: Metrics for Vectorized N-gram based Models

Algorithm Vectorizer TP FP FN TN Precision Recall F1 Accuracy

Näıve Bayes Hashing 1039 90 277 875 0.920 0.790 0.850 83.911

Näıve Bayes TF-IDF 931 222 121 1007 0.807 0.885 0.844 84.963

Support Vector Machine Count 1161 7 335 778 0.994 0.776 0.872 85.007

Näıve Bayes Count 1108 59 210 904 0.949 0.841 0.892 88.207

Logistic Regression TF-IDF 1057 102 161 961 0.912 0.868 0.889 88.470

Logistic Regression Count 1015 133 109 1024 0.884 0.903 0.893 89.391

Support Vector Machine Hashing 1058 92 141 990 0.920 0.882 0.901 89.785

Random Forest Count 1029 100 129 1023 0.911 0.889 0.900 89.961

Support Vector Machine TF-IDF 1085 50 162 984 0.956 0.870 0.911 90.706

Random Forest TF-IDF 1122 65 120 974 0.945 0.903 0.924 91.890

Logistic Regression Hashing 1095 52 137 997 0.955 0.889 0.921 91.714

Random Forest Hashing 1094 59 114 1014 0.949 0.906 0.927 92.416

5.5 Discussion

The persuasion language based features identified in this thesis are able to predict

whether an email constitutes phishing or not with a good deal of accuracy. This

supports the conclusion that persuasion language is detectable as an important, and

distinguishing, component of a phishing email.

As a whole, the set of persuasion language related features performed better than
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the limited verb-object based feature sets assessed in [Fal16] and [Par18], without

the overhead of needing to manually curate the feature representation into a complex

Text Meaning Representation (TMR).

The scope of phishing emails sought to be detected in the approach of this thesis

has also not been limited as it was in ([Fal16] specifically limited the examination to

emails having PDF attachments, and [Par18] limited his examination to the seman-

tics surrounding 50 identified verbs).

With respect to the machine learning algorithms used, Random Forest performed

best. Support Vector Machine based results were also very good and demonstrated

the highest Precision metrics throughout, i.e. generated the lowest number of false

positives. Random Forest’s Accuracy was, however, the highest, primarily because

it consistently generated the lowest number of false negatives. The question of why

a Support Vector Machine based approach had higher Precision than that of a Ran-

dom Forest algorithm was identified but not further investigated. Given that the

cost of wrongly classifying a phishing email as non-phishing is greater than classi-

fying a non-phishing email as phishing, Random Forest appears to be the preferred

algorithm for implementation of the classification model set out in this thesis, at

least among the algorithms used.

Although not reflected in the results above, it was observed during testing that

the execution run time for the various algorithms was very reasonable and easily

managed on a consumer grade computer.
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5.5.1 Feature Specific Observations

A number of features stood out as more important than others.

First, AttributeTerm has significant importance in the Random Forest driven mod-

els. This is consistent with the general focus of phishing emails around some aspect

of the reader which is sought to be accessed or is referenced to seek to coerce the

reader into action. Without some object of interest to the reader to compel action,

persuasion is unfocused. The prevalence of these (necessary) types of terms in emails

is reflected in the importance of the feature which represents them. The accessibility

of domain informed explainability of the importance of this feature is a pleasant

effect of having sought to embed domain knowledge in the features of the model.

Second, ActionStateVerb is also an important feature. This is particularly interest-

ing in light of the fact that, with the exception of a handful of n-grams, these are all

constituted as past tense versions of verbs ending in ”ed”. The importance of this

feature emphasizes the relevance of step 2 of the Persuasion Motivation Sequence -

the need to establish some sort of recently occurred ”problem state”.

The past tense dimension of this feature set appears to be important. This supports

the conclusion that stemming without forethought may detrimentally affect the rich-

ness of certain language based features like this. The temporal-spatial aspect of this

feature, articulating an act or state change in the (immediate) past would have been

lost with stemming or lemmatization.

Third, the addition of the EMailSize feature improved the overall accuracy of every

algorithm used. Notwithstanding the goal of this thesis to focus exclusively on per-

suasion language based features, the significance of using one additional contextual
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feature bodes well for improving performance by adding others. This is also con-

sistent with the findings by [Par18] that more diverse information mediates toward

improved results.

Lastly, the alignment of the importance of certain features with the prevalence from

the co-occurrence analysis summarized in Chapter 5, particularly those incorporat-

ing AttributeTerm, PossessiveTerm and TenseStateVerb features, would appear to

support the conclusion that the machine learning algorithms are identifying persua-

sion related construction patterns in the text of phishing emails, consistent with the

Persuasion Motivation Sequence.

5.5.2 Feature N-grams

The testing of the n-grams themselves as individual features generated a modest

additional increase in performance. This suggests that abstraction of these n-grams

into the 13 features might perhaps be improved with additional tuning of these

features, such as splitting certain features into sub-categories or perhaps combining

others. A deeper exploration of the science of linguistics would benefit the ability to

generate additional insights into this issue.

5.6 Summary

In this chapter the results from several machine learning algorithm based imple-

mentations was summarized. The results demonstrated the efficacy of modeling

Persuasion Motivation Sequence based language features in emails with the Random

Forest algorithm.

As a whole, prediction results were consistent with, if not slightly better than, those
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from [Fal16] and [Par18], without limiting the scope of emails able to be tested, or

any of the data preparation overhead.

A number of specific observations were made about the importance of certain features

and the alignment of the co-occurrence analysis with the importance of these features

in the predictability of the model used.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This work confirms the efficacy of curating Persuasion Motivation Sequence informed

language features from the text of phishing emails for use in phishing email detection

strategies. The benefits of a thorough domain exploration of the various dimensions

of the phishing email domain towards that goal was demonstrated.

As a whole, performance of this limited set of language only based features is not in

the realm of many of the existing structural feature driven approaches, but that was

not postulated nor expected.

The key contribution from this work is the identification of a combination of persua-

sion based language features as an additional arrow in the quiver of phishing email

detection strategies.
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6.2 Future Work

Although the set of features is broader than those used in [Fal16] and [Par18], they

are unlikely to be linguistically comprehensive. Additional study of the linguistic

foundations of persuasive language, and perhaps potential collaboration with lin-

guists who are experts in written persuasion is likely to enable better, or perhaps

different or additional, persuasion driven features.

The development of a more structured modeling of persuasion by way of an ontology

(such as the OST referenced in the thesis) may provide a more robust framework for

parsing the linguistic components of persuasion in written text. The construction of

an effective persuasion text parser to match such an ontology would be beneficial.

The development of a comprehensive ”persuasiveness” feature implementation to

add to existing feature sets used for detection may improve the detection capacity

of those approaches. The potential implementation of this as a web service would

likely be very usable for researchers working on phishing detection strategies.

Study of the specific types of persuasion language used in spear phishing attacks

would be beneficial and data sets for such work need to be developed.

There are also a number of potential refinements to the approach set out in this

thesis which might improve performance further. For example, there may be bene-

fits in exploring the presence and removal of domain specific stop words which have

no bearing on model efficacy, in a manner consistent with the work in [AAH+20].

In addition, the development of richer n-gram lists for the various language concept

features is likely possible by examining additional and more diverse corpora.
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There may also be further opportunity for improving classification performance by

way of developing an ensemble Random Forest - Support Vector Machine based

classification approach, with the aim of relying on the Random Forest approach to

reduce false negatives and the Support Vector Machine approach to reduce false

positives. There appears to be some precedent for this approach in the field of

land-cover classification using remote sensing image data [ZZMIV17].
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Appendix A

Corpora

A.1 Public Domain Corpora

• The Podesta Emails (overwhelmingly non-phishing), downloaded from https:

//wikileaks.org/podesta-emails/ (n=57,000) (Date: 2015)

• 2005-2007 Phishing Email Corpora (phishing), downloaded from http://monkey.org/

~jose/wiki/doku.php?id=phishingcorpus(2015-02-01) (n=2,700) (Date: 2005-

2007)

• The ”Mbox” Corpus (phishing), downloaded from https://github.com/diegoocampoh/

MachineLearningPhishing (n=2,500) (Date: 2007)

A.2 Non-Public Corpora

• Phishing Emails Curated by the Author (phishing) (n=1,795) (Date: 2018-

2020)
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A.3 Curated Corpora (for testing purposes)

• Sample Corpus - A combined set of emails comprised of a random sample from

all phishing corpora (n=3,757) and a random sample from all non-phishing

corpora (n=3,859)

A.4 Email Corpus Processing Issues

The public domain corpora were available as ZIP format compressed files with the

exception of the MBOX corpus which was in the MBOX format. Initially, the MBOX

format posed some challenges to accessing it properly. Eventually the best approach

to obtaining a proper set of EML format compliant email instances was to simply

import the MBOX file into a folder within the MacOS Mail application and then

selecting all emails and copying them to a folder outside the application.

The various corpora contained emails in both the MSG as well as the EML format.

MSG is a proprietary file format used by Microsoft to store individual email messages.

EML (short for Electronic MaiL), is an email file format for storing individual email

messages according to the MIME RFC 822 standard. Easily usable API’s for parsing

both these formats were readily available for the Java environment.
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Appendix B

Phishalyzer Implementation

B.1 Hardware Used

All development and testing was completed on a 2018 2.2 GHz 6-Core Intel Core i7

Apple MacBook Pro with 16 GB RAM and a 256GB SSD.

B.2 Phase 1: From ZIP to Serialization

Phishalyzer, a configurable email processing pipeline, was developed early on using

the Java language. Phishalyzer has the following features:

• The application runs from the command line and has a number of configurable

variables to tailor the pipeline to the output requirements for a particular run.

• N-gram lists and corresponding feature descriptors are imported from an easily

editable configuration file.

• It reads and processes individual emails in both the MSG and EML formats

from a specified file directory.

• Application run time dialog boxes permit selection of the configuration file and

corpus for processing.
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• Available API’s are used to extract various components from an email file

instance, including the subject line text and body text.

• During processing, individual email instance data for every email is stored

in a global Java Class EmailInstance object in memory, and attributes are

modified/added to this object as processing proceeds.

• Depending on the processing task, post processing results are written to file

on a per email basis or for global procedures at the end of processing, in either

a Comma Separated Value (CSV) format or Resource Description Framework

(RDF) format.

The application includes classes and methods which perform the following function-

ality:

• Return an ”in sequence” list of feature n-grams found in a passed String.

• Return a list of n-grams and their cardinality from a passed EmailInstance

Object.

• Generate a list of the frequency of n-grams found within a corpus.

• Generate a list of features and their cardinality in each email within a corpus.

• Return embedded text from a multipart MIME email (Multipart MIME mes-

sages are often created as a result of forwarding an email or where attachments

are sent with an email.)

• Return a tokenized version of a passed String.

• Remove ”excluded strings” from a passed String. Excluded strings are loaded

from a configuration file upon application execution and are limited to artifacts

left by a phishing email forwarding service and some email signature and footer
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based Strings specific to certain corpora, which contained terms also present

in the feature n-gram lists.

• Remove all tags from a passed string (using the Jsoup library1

• Return a list of strings matching a regular expression, found in a passed String.

• Replace abbreviated word snippets with their expanded version (for example,

turning ”isn’t” into ”is not” etc.).

• Generate feature co-occurrence datasets.

• Count all the words found in a passed String.

Phishalyzer does not incorporate any stop word, stemming or lemmatization pro-

cessing of the various email text data.

B.3 Phase 2: From Serialized Data to Insights

The processing for this phase was all completed within various Jupyter Notebooks2

using the Python33 programming language and its extensive available libraries, in

particular SciKitLearn4.

In this phase, testing followed these iterative steps, repeatedly:

1. The import of a data set into a Python dataframe object.

2. Visual inspection of the head and the tail of the data set, to confirm the import

was generally successful.

3. Determine if there are any duplicate entries, and if so remove them.

1https://jsoup.org/.
2https://jupyter.org/
3https://www.python.org/
4https://scikit-learn.org/stable/index.html
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4. Assess data for any null values and if present, remediate.

5. Explore the feature correlation and visualize this with a Python seaborn li-

brary5 plot. Assess any obviously correlated columns as candidates for feature

reduction.

6. Verify that the phishing and non-phishing distribution within the data set was

still roughly equal.

7. Split the data between a training and test data set at a ratio of usually 70

percent training set, 30 percent testing test, and verify.

8. Train the chosen algorithm.

9. Test the performance of the generated model against both the training and

test data and compare results.

10. If acceptable, generate Confusion Matrix and F1-Score metrics.

11. If not acceptable, seek to determine the cause and adjust any required inputs.

5https://seaborn.pydata.org/api.html
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